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Table of notations

N,Z,Q,R,C Usual sets of numbers

|C| Cardinality of the set C

GL2(R) General linear group of degree 2 over the ring R

PGL2(R) Projective general linear group of degree 2 over the ring R

k Algebraic closure of the field k

char(k) Characteristic of the field k

Fq Finite field with q elements

Zp Ring of p-adic integers

Qp Field of p-adic numbers

V (k) Set of k-points of the variety V

Gal(L/K) Galois group of the extension L/K( ·
·

)
Jacobi symbol

li Logarithmic integral function: li(x) =
∫ x
0

dt
log(t)

φ Euler’s totient function

B(p) Bernoulli distribution of parameter p

B(n, p) Binomial distribution of parameter p

f(x) = O(g(x)) There is some constant C > 0 and A > 0 such that f(x) ≤ Cg(x)
for every x > A

f(x) = o(g(x)) There is some function h satisfying h(x) −−−−→
x→+∞

0 and A > 0 such

that f(x) = h(x)g(x) for x > A

f(x)≪ g(x) Equivalent to f(x) = O(g(x))

End(E) Endomorphism ring of the elliptic curve E

tE Trace of Frobenius of the elliptic curve E defined over a finite field

NE Conductor of the elliptic curve E defined over Q
GRH Generalised Riemann hypothesis

ωL(n) Number of prime divisors of n in the interval [L, 2L]
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1 Introduction

Elliptic curves play an important role in public-key cryptography. In many ap-
plications, it is necessary to determine efficiently the number of rational points of
an elliptic curve defined over a finite field. For instance, the elliptic curve Diffie-
Hellman protocol involves choosing an elliptic curve whose the number of points is
a large prime (see [HMV04, § 4.1.5]). In order to do so, one often generates random
elliptic curves and determines their number of points until finding a good one.

For fields of cryptographic size, the best method up to date for large characteristic
is the Schoof-Elkies-Atkin algorithm [Sch95]. Its time complexity essentially depends
on the distribution of Atkin and Elkies primes. Given an elliptic curve E defined over
a finite field Fq, a prime ℓ is said to be Elkies if there is an isogeny from E of degree
ℓ defined over Fq, otherwise it is said to be Atkin. The more Elkies primes smaller
than O(log(q)) there are, the more efficient the SEA algorithm is. The heuristic
argument to determine the complexity of the algorithm is that there is roughly the
same number of Atkin and Elkies primes. Theoretical results in this direction have
been established by Shparlinski and Sutherland in the last decade in the papers
[SS14],[SS15]. They correspond to Theorems 3.1 and 3.2 of this document. Both are
results on average over a family of elliptic curves: the first one considers the elliptic
curves defined over a fixed finite field Fq and the second one takes the reductions of
a fixed elliptic curve defined over Q. More precisely, the authors define a quantity
which measures the difference between the expected value and the reality, analogous
to moments in probability theory, and they give an asymptotic upper bound for it.
The proofs mainly rely on ingredients about the distribution of elliptic curves and
lemmas in analytic number theory.

In this Master thesis, we first present the proofs of Shparlinski and Sutherland’s
results. Then we carry out numerical experiments in order to confirm these results
and to determine whether there are optimal or not. They suggest that the asymptotic
upper bounds are not optimal. Moreover, we observe that the distribution of the
number of Elkies or Atkin primes in a dyadic interval seems to converge (in some
sense) to a Gaussian function. We are able to prove this claim for the reductions
of an elliptic curve defined over Q. This corresponds to Theorem 5.1, which is the
main contribution of this thesis. We tried to make this document as self-contained as
possible. When the proofs are very long or difficult to access, we refer the interested
reader to another suitable reference.

In Section 2, we begin with quick reminders about elliptic curves defined over
finite fields or number fields. Then we present important results about the distribu-
tion of elliptic curves according to their trace of Frobenius and Galois representations
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attached to an elliptic curve. We also discuss Schoof’s algorithm and the SEA al-
gorithm, in order to motivate the need to understand the distribution of Elkies and
Atkin primes. In Section 3, we provide the results from analytic number theory be-
fore proving the main theorems. In Section 4, we present our numerical experiments
and key observations. Finally, we prove the result of convergence of the number of
Elkies primes for reductions of an elliptic curve in Section 5.
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2 Background on elliptic curves

In this section, we provide the material on elliptic curves that will be used to
prove the results about the distribution of Atkin and Elkies primes. We start by
recalling basic facts about elliptic curves, our main reference for this being Chapter
III in Silverman’s book [Sil09]. We assume some familiarity with algebraic varieties.

2.1 Elliptic curves over general fields

Let k be a perfect field and k an algebraic closure.

2.1.1 Definition and Weierstrass equations

We start by giving the formal definition of an elliptic curve.

Definition 2.1. An elliptic curve E over k is a smooth plane projective curve of
degree 3 which is defined over k and equipped with a base point OE ∈ E(k).

One might only be interested in elliptic curves up to isomorphism. We say that
two elliptic curves are isomorphic if there exists an isomorphism of algebraic varieties
between them respecting the base points.

In fact, one can show that elliptic curves always come from Weierstrass equations.
More precisely, there is an embedding ι : E ↪→ P2 mapping E to a curve defined by
the equation

y2 + a1xy + a3y = x3 + a2x
2 + a4x+ a6 (2.1)

with coefficients in k such that ι(OE) = (0 : 1 : 0) (thus, OE is often called the point
at infinity). The previous equation for E is not unique: the equation

y′2 + a′1x
′y′ + a′3y

′ = x′3 + a′2x
′2 + a′4x

′ + a′6

defines an isomorphic elliptic curve (with the isomorphism defined over k) if and only
if it can be obtained from (2.1) by applying the change of variables{

x = u2x′ + r,
y = u3y′ + su2x′ + t,

(2.2)

with u ∈ k∗ and r, s, t ∈ k. Conversely, if C is a smooth curve given by a Weierstrass
equation of the form of (2.1), then C is an elliptic curve over k with base point
(0 : 1 : 0).
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If char(k) ̸= 2, 3, an appropriate change of variables shows that E has a reduced
Weierstrass equation of the form y2 = x3 + Ax + B with A,B ∈ k. Among the
changes of variables of the form (2.2), the only ones preserving this form of equation
are x = u2x′ and y = u3y′ with u ∈ k∗. Thus, the coefficients of the new Weierstrass
equation are A′ = u−4A and B′ = u−6B, so the elliptic curve E ′ : y′2 = x′3+A′x′+B′

is isomorphic to E over k if and only if there is an element u ∈ k∗ such that A = u4A′

and B = u6B′.
The discriminant is defined as ∆ := −16(4A3 + 27B2) and the j-invariant is

j := −1728 (4A)3

∆
. If A′ = u−4A and B′ = u−6B, then ∆′ = u−12∆ and j′ = j.

A Weierstrass equation defines a nonsingular curve (and thus an elliptic curve) if
and only if its discriminant is nonzero. Two elliptic curves are isomorphic over k if
and only if they have the same j-invariant.

Remark 2.2. For char(k) = 2, 3, it is also possible to define the discriminant and
the j-invariant as polynomial expressions of the coefficients a1, ..., a6 of (2.1) (see the
formulas in [Sil09, § III.1.]).

2.1.2 Group law

Elliptic curves are very special algebraic varities, because they are equipped with
a group law. There are several ways to describe it. Here, we consider the geometric
point of view.

Let E be an elliptic curve over k with base point OE ∈ E. Let P and Q be two
points of E (not necessarily distinct), and L be the projective line passing through
these points (if P = Q, then L is the tangent line to E at P ). By Bézout’s theorem,
there is a unique point R of E such that the intersection of E and L consists in the
three points P,Q and R (points are counted with their multiplicity). Let L′ be the
line passing through R and OE, which intersects E at a third point R′. Then, we
define P +Q = R′.

This law is commutative, has neutral element OE, and each element has an in-
verse. It is also associative, but this is more complicated to establish. Form ∈ N, the
point P + . . .+ P︸ ︷︷ ︸

m terms

will be denoted by [m]P . If m < 0, we set [m]P = −P − . . .− P︸ ︷︷ ︸
|m| terms

.

There are explicit formulas for this group law in terms of the coordinates of the
points (see Silverman [Sil09, § III.2]). The coordinates of P+Q are rational functions
of the coordinates of P and Q.
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2.1.3 Endomorphisms and isogenies

We now consider morphisms between elliptic curves. Let E1 and E2 be two elliptic
curves.

Definition 2.3. A morphism of elliptic curves ϕ : E1 → E2 is a morphism of
algebraic varieties which is also a morphism of groups.

Since a morphism of elliptic curves is a morphism of projective curves, it is either
constant or surjective.

Definition 2.4. An isogeny ϕ : E1 → E2 is a surjective morphism of elliptic curves
from E1 to E2.

The degree of an isogeny ϕ is its degree as a map of curves defined over k.
The set of morphisms of elliptic curves from E1 to E2 form a ring for the addition

and the composition, denoted Hom(E1, E2). The neutral element for the addition is
the constant morphism equal to OE2 , which has degree 0. The endomorphism ring of
an elliptic curve E is End(E) = Hom(E,E). Homk(E1, E2) (resp. Endk(E)) denotes
the ring of isogenies (resp. endomorphisms) that are defined over k.

Example 2.5. Let m be an integer. Then, the multiplication by m

[m] :

{
E → E
P 7→ [m]P

defines an endomorphism of E defined over k. It has degree m2.

We say that two elliptic curves E1 and E2 are isogenous if there exists a non-
constant isogeny between them. Being isogenous is an equivalence relation: if
ϕ : E1 → E2 is an isogeny of degreem, then there exists a unique isogeny ϕ̂ : E2 → E1

satisfying ϕ̂ ◦ ϕ = [m].
An isogeny always has a finite kernel. In fact, it is possible to construct isogenies

from kernels. Given a subgroup C of an elliptic curve E, we say that C is defined
over k if (σ(xP ), σ(yP )) ∈ C for every P = (xP , yP ) in C and σ ∈ Gal(k/k).

Proposition 2.6. Let E be an elliptic curve and C be a finite subgroup of E defined
over k. Then, there exist a unique elliptic curve E ′ and a separable isogeny

ϕ : E → E ′

such that ker(ϕ) = C. In particular, deg(ϕ) = |C|. Both E ′ and ϕ are defined over k.
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We refer the reader to Proposition III.4.12. in [Sil09] for the proof of this result.

We now consider the endomorphisms of an elliptic curve E. We already know
that End(E) always contains a copy of Z corresponding to {[m] : m ∈ Z}. We have
a classification of the possible endomorphism rings for elliptic curves. If k is a finite
field, then End(E) is either:

• an order in an imaginary quadratic number field. In this case, E is said to be
ordinary.

• an order in a quaternion algebra. In this case, E is said to be supersingular.

If char(k) = 0, then End(E) is either:

• Z

• an order O in an imaginary quadratic number field. In this case, E is said to
have complex multiplication (or CM) by O.

We now focus on torsion points, which are the kernels of the endomorphisms [m].

Definition 2.7. Let m be a positive integer. The group of m-torsion points of E is
defined as

E[m] := {P ∈ E(k) : [m]P = OE}.

The group of torsion points of E is

Etors :=
+∞⋃
m=1

E[m].

One can show that the group E[m] is finite. Moreover, if char(k) > 0 and
char(k) ∤ m or if char(k) = 0, then

E[m] ∼= Z/mZ× Z/mZ.

As we will see in subsection 2.3.3, the absolute Galois group Gal(k/k) acts on
E[ℓ], which defines a representation modulo ℓ. The Tate module is introduced to
work with representations of characteristic 0, and it appears to be a useful tool for
studying isogenies (we refer the reader to [Sil09, § III.7]).
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Definition 2.8. Let ℓ be a prime. The ℓ-adic Tate module is the Zℓ-module

Tℓ(E) = lim←−
n

E[ℓn],

where the inverse limit is taken with respect to the multiplication-by-ℓ maps [ℓ]
between E[ℓn+1] and E[ℓn].

Finally, we introduce division polynomials, which are an important tool for
Schoof’s algorithm. Let y2 = x3 + Ax + B be a Weierstrass equation for E (we
assume here that char(k) > 3, but division polynomials can also be defined for
char(k) = 2, 3).

Definition 2.9. The divisions polynomials ψn ∈ Z[x, y, A,B] of E are recursively
defined by:

• ψ1(x, y) = 1,

• ψ2(x, y) = 2y,

• ψ3(x, y) = 3x4 + 6Ax2 + 12Bx− A2,

• ψ4(x, y) = 4y(x6 + 5Ax4 + 20Bx3 − 5A2x2 − 4ABx− A3 − 8B2),

• ∀n ≥ 2, ψ2n+1 = ψn+2ψ
3
n − ψn−1ψ3

n+1,

• ∀n ≥ 3, ψ2n = 1
2y
ψn(ψn+2ψ

2
n−1 − ψn−2ψ2

n+1).

One can check by induction that ψn just depends on x if n is odd. For an odd
prime ℓ, it has degree ℓ2−1

2
and ψℓ just depends on x. If the point P ∈ E(k) has

coordinates (xP , yP ), then

ψℓ(xP , yP ) = 0 ⇐⇒ P ∈ E[ℓ].

For more about division polynomials, we refer the reader to [Was08, Section 3.2].

2.2 Elliptic curves over finite fields

In this subsection, we assume that k is a finite field Fq where q = pn is a prime
power. Our goal is to introduce results on the distribution of elliptic curves.
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2.2.1 The Frobenius endomorphism and isomorphism classes

An elliptic curve E over Fq always come with a special endomorphism: the Frobe-
nius endomorphism. It is defined as follows:

ϕq :

{
E → E
(x, y) 7→ (xq, yq).

It is defined over Fq, has degree q and there is an integer tE such that

ϕ2
q − tEϕq + q = 0.

This integer tE is called the trace of Frobenius of E, and X2 − tEX + q is called
the characteristic polynomial of the endomorphism of Frobenius. Its discriminant
t2E − 4q will be called the Frobenius discriminant of E.

The group of Fq-rational points of E is exactly the set of points fixed by ϕq. It is
well-known that the number of Fq-rational points on E can be expressed in terms of
the trace of Frobenius: we have

|E(Fq)| = q + 1− tE.

Tate’s theorem asserts that two elliptic curves over Fq are isogenous if and only if
they have the same trace of Frobenius. Moreover, tE satisifes the inequality

|tE| ≤ 2
√
q

which is known as the Hasse bound and E is supersingular if and only if char(Fq)
divides tE. For an ordinary elliptic curve E defined over Fq, the endomorphism ring
End(E) is an order in an imaginary quadratic number field containing Z[ϕq].

Remark 2.10. The elements of an order containing Z[ϕq] all commute with the
action of the Frobenius automorphism which generates Gal(Fq/Fq). Hence, all these
elements are defined over Fq, so EndFq

(E) = EndFq(E).

For the two next propositions, our proofs will be inspired from Lenstra [LJ87].

Proposition 2.11. Let Eq be a set of representatives of all isomorphism classes of
elliptic curves defined over Fq. Then, we have |Eq| = 2q +O(1).

Proof. We will assume that p = char(Fq) is greater than 3. For p = 2, 3, the ideas
are the same, but we cannot reduce Weierstrass equations, so the computations are
less easy (we refer the reader to [HMV04, Theorem 3.18] and [Jeo09]).
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We have seen that isomorphims between two elliptic curves E : y2 = x3+Ax+B
and E ′ : y′2 = x′3 + A′x′ + B′ are all of the form x 7→ u2x and y 7→ u3y for some
u ∈ k∗. Thus the set of automorphisms Aut(E) of E is identified with

{u ∈ k∗ : u4A = A and u6B = B},

and the number of short Weierstrass equations which define an elliptic curve in the
isomorphism class of E is |k∗|

|Aut(E)| =
q−1

|Aut(E)| . There are three possibilities for the

cardinality of Aut(E):

• A = 0 and k∗ contains an element of order 6: |Aut(E)| = 6,

• B = 0 and k∗ contains an element of order 4: |Aut(E)| = 4,

• else |Aut(E)| = 2.

The choice of a short Weierstrass equation over Fq consists in choosing (A,B)
in (Fq)2 such that ∆ = −16(4A3 + 27B2) ̸= 0. We have 4A3 + 27B2 = 0 if and
only if A = −3C2 and B = 2C3 for an element C ∈ Fq, so there are q tuples (A,B)
such that 4A3 +27B2 = 0. Therefore, there are q2− q short nonsingular Weierstrass
equations over Fq. We deal precisely with the case q ≡ 1 mod 12, where F∗q contains
an element of order 6 and an element of order 4. In that case, if E is given by
y2 = x3 +Ax+B with A = 0, there are q−1

6
elliptic curves in the isomorphism class

of E. If B = 0, there are q−1
4

elliptic curves in this class, and if A,B ̸= 0, the class

contains q−1
2

elliptic curves. Thus, the number of classes is

q − 1

(q − 1)/6︸ ︷︷ ︸
A=0

+
q − 1

(q − 1)/4︸ ︷︷ ︸
B=0

+
q2 − q − 2(q − 1)

(q − 1)/2︸ ︷︷ ︸
A ̸=0,B ̸=0

= 6 + 4 +
q2 − 3q + 2

(q − 1)/2
= 2q + 6.

Reasoning analogously, we find:

• 2q + 2 classes if q ≡ 5 mod 12,

• 2q + 4 classes if q ≡ 7 mod 12,

• 2q classes if q ≡ 11 mod 12.
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2.2.2 Structure of isogeny classes of ordinary elliptic curves

For an integer t, we write fq(t) for the number of isomorphism classes (with the
isomorphism defined over Fq) in the isogeny class of elliptic curves E over Fq such
that tE = t. Our goal is to get an estimate for fq(t). To do so, we will see what are
the possible endomorphism rings (over Fq) for elliptic curves of trace of Frobenius
t, and then count how many isomorphism classes have a given endomorphism ring.
We first recall some facts on discriminants.

For an order O in an imaginary quadratic field, we denote its discriminant
by ∆(O). An integer ∆ is said to be an imaginary quadratic discriminant if it
occurs as the discriminant of an imaginary quadratic order O. In fact, imaginary
quadratic discriminants are exactly the negative integers congruent to 0 or 1 mod 4
and they are in one-to-one correspondence with orders: for a discriminant ∆, we
write O(∆) for the order of discriminant ∆. An imaginary quadratic discriminant
∆ is said to be a fundamental discriminant if it cannot be written ∆ = m2∆′ where
m is an integer greater than 1 and ∆′ is another imaginary quadratic discriminant.

Let O be an imaginary quadratic order. Then, there is a unique way to write
∆(O) = u2∆K where ∆K is a fundamental discriminant. Moreover, ∆K is the
discriminant of the ring of integers OK of K = Q(

√
∆K), we have O ⊆ OK and

u = [OK : O]. The integer u is often called the conductor of the order O, and we
have the following tower of orders indexed by the divisors v of u:

O ⊆ . . . ⊆ O(v2∆K) ⊆ . . . ⊆ OK .

We denote by cl(O) the ideal class group of O (invertible O-ideals modulo in-
vertible principal ideals) and by h(O) its cardinality. Finally, we define

H(∆(O)) :=
∑
O⊆O′

h(O′). (2.3)

In the ordinary case and if t2 < 4q, the quantity fq(t) can be expressed in terms
of this function H. We also give the formulas for the other cases, but we will only
sketch the proof for the first case (for the other cases, see [Sch87, Theorem 4.6]). We
also assume that p = char(Fq) > 3 (we have similar expressions for p = 2, 3).

Proposition 2.12. The number fq(t) is equal to:

• H(t2 − 4q) if t2 < 4q and p ∤ t,

• H(−4p) if t = 0 and q is not a square,
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• 1
12

(
p+ 6− 4

(
−3
p

)
− 3

(
−4
p

))
if t2 = 4q and q is a square,

• 1−
(
−3
p

)
if t2 = q and q is a square,

• 1−
(
−4
p

)
, if t = 0 and q is a square,

• 0 otherwise.

Let t be an integer such that t2−4q ≤ 0 and p ∤ t, and E an elliptic curve of trace
of Frobenius t. We have seen that EndFq(E) contains Z[ϕq] ∼= O(t2−4q). Waterhouse
proved that all the orders containing O(t2 − 4q) occur as the endomorphism ring of
some elliptic curve with trace of Frobenius t (see [Wat69, Theorem 4.2]).

Let O be an imaginary quadratic order such that O(t2 − 4q) ⊆ O. Denote by
EllFq(O) the set of isomorphism classes of elliptic curves having O as their endomor-
phism ring. Then, we can define an action of the ideal class group of O on EllFq(O)
as follows. Let E be an elliptic curve such that EndFq(E)

∼= O and a be an ideal of
O. We define the a-torsion subgroup of E as

E[a] := {P ∈ E(Fq) : ∀α ∈ a, α(P ) = OE}.

This is a finite subgroup of E(Fq) generalising E[ℓ]. Therefore, there are a unique
elliptic curve Ea and an isogeny ϕ : E → Ea such that ker(ϕ) = E[a] by Proposition
2.6. One can show that cl(O) acts on EllFq(O) by{

cl(O)× EllFq(O) → EllFq(O)
(a, E) 7→ Ea

It can be shown that this action is free. In our case, this action has one orbit (in
the supersingular case, this action can have two orbits, see [Sch87, Theorem 4.5]).
Therefore, we have |EllFq(O)| = h(O).

This equality is also established in [Cox13, § 14.C], with a slightly different strat-
egy. First, the author used the theory of complex multiplication over C, where it
is easier to show that the group action of the ideal class field of O is free and has
one orbit, and then he reduced to the case of finite fields through the Deuring lifting
theorem.

Hence, equation (2.3) shows that for |t| ≤ 2
√
q,

fq(t) =
∑

O(t2−4q)⊆O

|EllFq(O)| =
∑

O(t2−4q)⊆O

h(O) = H(t2 − 4q).
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2.2.3 An upper bound on fq(t)

We will now estimate H(t2− 4q) by writing it as a special value of an L-function
(up to some constant). Our goal is to prove the following:

Proposition 2.13. We have fq(t)≪ q1/2 log(q) log(log(q)).

For the expressions which don’t involve H in Proposition 2.12, it is not hard
to see that this estimate holds. We now estimate H(∆) by analytic means for any
discriminant ∆.

We write ∆ = u2∆K where ∆K is a fundamental discriminant. The Jacobi symbol
is denoted by

( ·
·

)
as usual.

Definition 2.14. The Kronecker symbol χ∆ : Z>0 → {0, 1,−1} associated to ∆ is
the completely multiplicative character such that χ∆(ℓ) =

(
∆
ℓ

)
if ℓ is an odd prime

and χ∆(2) =


0 if ∆ ≡ 0 mod 4,
1 if ∆ ≡ 1 mod 8,
−1 if ∆ ≡ 5 mod 8.

One can check that for a prime p, we have χ∆(p) = χ∆K
(p)χu2(p). In particular,

χ∆(p) = 0 if p | u, else χ∆(p) = χ∆K
(p).

To the character χ∆, we associate the L-function L(s, χ∆) =
+∞∑
n=1

χ∆(n)
ns . The

previous remark shows that we have

L(s, χ∆) = L(s, χ∆K
)
∏
ℓ|u

ℓ prime

(
1− χ∆K

(ℓ)

ℓs

)

and for a divisor d of u:

L(s, χ∆/d2) = L(s, χ∆)
∏
ℓ|u
ℓ∤u

d

1(
1− χ∆K

(ℓ)

ℓs

) .
We recall Dirichlet’s class number formula.

Proposition 2.15. We have

h(∆) =
w∆

√
|∆|

2π
L(1, χ∆),

where w∆ =


2 if ∆ < −4,
4 if ∆ = −4,
6 if ∆ = −3.
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Proof. See [Dav80, Chapter 6].

The next lemma gives an estimate for the special value L(1, χ∆) which appears
in the last formula.

Lemma 2.16. We have L(1, χ∆) = O(log(|∆|)).

Proof. See for instance [Lou92].

We are now ready to prove that H(∆) ≪ |∆|1/2 log(|∆|) log(log(|∆|)) following
McKee [McK99]. We write

H(∆) =
∑
d|u
d>0

h

(
∆

d2

)

=
∑
d|u

w∆/d2
√
|∆|

2πd
L(1, χ∆/d2)

=
∑
d|u

w∆/d2
√
|∆|L(1, χ∆)

2πd

∏
ℓ|u
ℓ∤u

d

(
1− χ∆K

(ℓ)

ℓ

)−1

≪
√
|∆|L(1, χ∆)

∑
d|u

1

d

∏
ℓ|u/d
ℓ∤u

d

(
1− χ∆K

(ℓ)

ℓ

)−1
︸ ︷︷ ︸

Ψ(u)

.

In the last line, we defined a function Ψ, which is multiplicative. Moreover, one can
check that if p is prime and n is a positive integer,

Ψ(pn) =


p−p−n

p−1 if χ∆K
(ℓ) = 0,

p−2/(pn+pn−1)
p−1 if χ∆K

(ℓ) = −1,
p
p−1 otherwise.

By multiplicativity,

1 ≤ Ψ(u) ≤
∏
ℓ|u

ℓ

ℓ− 1
≤ u

φ(u)
≪ log(log(u))
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where the last inequality is a consequence of the classical inequality n
log(log(n))

≪ φ(n)
for Euler’s totient function φ. Combining this with Lemma 2.16, we get

H(∆)≪ |∆|1/2 log(|∆|) log(log(|∆|)).

Since −4q < t2 − 4q < 0, we have

H(t2 − 4q)≪ q1/2 log(q) log(log(q)),

so Proposition 2.13 is proven.

2.3 Elliptic curves over Q
The article [SS15] considers the case of an elliptic curve E defined over Q, and

its reductions modulo prime numbers p. In this subsection, we recall some facts
about reductions of elliptic curves. We also introduce the conductor and Galois
representations associated to an elliptic curve, which are the key ingredients to prove
the lemmas of the paragraph 3.3.

2.3.1 Reminders of algebraic number theory

Let L be a Galois number field, p a prime number and p a prime of L lying above p.
We define the decomposition group of p as Gp := {σ ∈ Gal(L/Q) | σ(p) = p}. The
fields L and Q are respectively dense in Lp and Qp, so the decomposition subgroup
Gp is isomorphic to the Galois group Gal(Lp/Qp) (an element σ ∈ Gp can be uniquely
extended by continuity to an element of Gal(Lp/Qp)). The inertia subgroup I(Lp/Qp)
of the extension Lp/Qp is defined as as the subgroup of the elements of Gp that act
trivially on the residue field Fp of Lp. It is the kernel of the reduction map modulo p
denoted by π(p/p). The absolute inertia group of Qp denoted by I(Qp/Qp) is defined
as the subgroup pf elements of Gal(Qp/Qp) that act trivially on Fp. We have the
following system of short exact sequences (see Wiese [Wie08]):

1 I(Lp/Qp) Gal(Lp/Qp) Gal(Fp/Fp) 1

1 I(Qp/Qp) Gal(Qp/Qp) Gal(Fp/Fp) 1.

π(p/p)

(2.4)

The order of I(Lp/Qp) is actually the ramification index of the prime p in L/Q (in
particular, p is unramified in L/Q if and only if I(Lp/Qp) is trivial). We denote
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by Frob(Fp/Fp) the Frobenius element in Gal(Fp/Fp) (the extension Fp/Fp being
an extension of finite fields of characteristic p). Assuming that p is unramified in
L/Q, the reduction map π(p/p) is an isomorphism. The preimage of Frob(Fp/Fp) in
Gal(Lp/Qp) is called a Frobenius element of L/Q at p and we denote it by Frobp/p.
If we take another prime P = σ(p) of L lying above p (with σ ∈ Gal(L/Q)), then

FrobP/p = σ ◦ Frobp/p ◦ σ−1.

So, the Frobenius element at p of L/Q is in fact defined up to conjugation.
Now, let L/K be a finite Galois extension of local fields. We denote by vL the

normalised valuation of L and by RL its ring of integers. For an integer i ≥ −1, the
i-th higher ramification group of L/K is

Gi(L/K) := {σ ∈ Gal(L/K) : ∀α ∈ RL, vL(σ(α)− α) ≥ i+ 1}

and we define gi(L/K) := |Gi(L/K)|.
As for Qp, the absolute inertia group of K, denoted by I(K/K) is defined as the

subgroup of elements of Gal(K/K) that act trivially on the algebraic closure of the
residue field of K.

2.3.2 Reductions of an elliptic curve

Let E be an elliptic curve defined over Q given by the Weierstrass equation

y2 + a1xy + a3y = x3 + a2x
2 + a4x+ a6. (2.5)

For a prime p, we denote the p-adic valuation by vp. The change of variables

(x, y) 7→ (p−2x, p−3y)

replaces the coefficients ai by p
iai for every i ∈ {1, 2, 3, 4, 5, 6} in the previous equa-

tion. We now assume without loss of generality that vp(ai) ≥ 0 for every i. Then,
we have vp(∆) ≥ 0 and we say that the Weierstrass equation is minimal at p if the
value of vp(∆) is minimal. According to [Sil09, Theorem VIII.8.3], there exists a
Weierstrass equation that is minimal for every prime p. We call its discriminant ∆E

the minimal discriminant of the elliptic curve E.
It is possible to reduce the coefficients of a minimal equation of the form (2.5)

modulo p to obtain a Weierstrass equation having coefficients in the field Fp and a
curve Ep over Fp. This curve is nonsingular if vp(∆E) = 0. Otherwise, the curve
Ep has exactly one singular point P . We say that P is a cusp if the curve has one
tangent direction at P , and that it is a node if it has two distinct tangent directions
at P .
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Definition 2.17. The elliptic curve E is said to have good reduction modulo p if
the curve Ep is nonsingular (and thus an elliptic curve). Otherwise, it is said to have
bad reduction modulo p. If the singular point is a cusp, we say that E has additive
reduction and if it is a node, we say that E has multiplicative reduction.

Remark 2.18. Let Ep
ns(Fp) be the set of the nonsingular points of Ep over Fp.

If E has multiplicative reduction, one can show that Ep
ns(Fp) is isomorphic to the

multiplicative group Fp
∗
, and if E has additive reduction, then Ep

ns(Fp) is isomorphic

to the additive group Fp
+
. This explains the previous terminology.

Primes p of bad reduction are the prime divisors of the minimal discriminant.
Thus, there are finitely many primes of bad reduction.

For more about reductions of elliptic curves, we refer the reader to [Sil09, Chapter
VII].

2.3.3 Division fields and Galois representations

Let m be a positive integer and p be a prime. Let k be either Qp or Q. Since the
elliptic curve E is defined over Q, it can be seen as an elliptic curve over Qp. The
field k(E[m]) is defined as the extension of k obtained by adding the coordinates of
the points of E[m]. In the case k = Q, it is called the m-th division field of E.

Proposition 2.19. The extension k(E[m])/k is Galois.

Proof. We first prove that the coordinates of the elements of E[m] are algebraic
elements over Q. Let P = (xP , yP ) be a point of E[m] and let m′ be the smallest
positive integer such that [m′]P = 0. Then, [m′− 1]P = −P , and we know from the
explicit formulas for the group law that the x-coordinate of [m′ − 1]P and −P are
rational functions of xP with rational coefficients. Thus, xP is a root of a nonzero
polynomial having rational coefficients: xP is algebraic over k. It is also the case for
yP because y2P = x3P+AxP+B where y2 = x3+Ax+B is a Weierstrass equation for E.
Thus, k(E[m]) is an algebraic extension of k. To prove that it is Galois, it is enough
to show that if σ ∈ Homk(k(E[m], k), then σ(k(E[m])) ⊆ k(E[m]). For a point
P ∈ E[m] different from the point at infinity OE, we define σ̃(P ) = (σ(xP ), σ(yP )),
and σ̃(OE) = OE. For P ∈ E[m], σ̃(P ) is also an element of E[m]. Thus, σ(xP ) is
in k(E[m]) and σ(yP ) is in k(E[m]), which proves that σ(k(E[m])) ⊆ k(E[m]).

Every element σ ∈ Gal(k(E[m])/k) acts on the points of E by

σ · P = (σ(xP ), σ(yP ))
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if P = (xP , yP ) is not the point at infinity OE (and σ ·OE = OE). If P is anm-torsion
point, then we also have σ · P ∈ E[m]. Thus, this action defines a representation
Gal(k(E[m])/k)→ Aut(E[m]). Setting k = Q, we have seen that

E[m] ∼= Z/mZ× Z/mZ

so Aut(E[m]) ∼= GL2(Z/mZ). We obtain an injective representation

ρm : Gal(Q(E[m])/Q)→ GL2(Z/mZ).

We now ask when this representation is surjective. From now on, we assume that
E doesn’t have complex multiplication. A famous result from Serre, called Serre’s
open image theorem, says that there exists a finite set of primes S(E) such that ρℓ is
surjective if ℓ /∈ S(E). We define A(E) = 2 · 3 · 5 ·

∏
ℓ∈S(E)

ℓ, which is sometimes called

Serre’s constant associated to E. It can be shown (see [Coj05, Appendix A]) that if
gcd(m,A(E)) = 1, then ρm is surjective. In that case, the extension Q(E[m])/Q has
Galois group GL2(Z/mZ).

Serre asked if there is an absolute constant C independent of E such that the
representation ρℓ is bijective if ℓ > C. This is still an open problem, but we have
upper bounds for A(E) in terms of the conductor of E, which will be introduced in
the next paragraph.

In the proof of Lemma 3.16, we will have to consider a representation into
PGL2(Z/mZ) instead of GL2(Z/mZ), which we construct from ρm by projecting
GL2(Z/mZ) into PGL2(Z/mZ). We call ρm this new representation, it is no longer
injective. Let Lm,E be the subfield of Q(E[m]) fixed by the nonzero scalar matrices.
By Galois theory, we have Gal(Lm,E/Q) ∼= PGL2(Z/mZ) and the representation

ρm : Gal(Lm,E/Q)→ PGL2(Z/mZ)

is bijective.

2.3.4 The conductor of an elliptic curve

We now give the definition of the exponent of the conductor of the elliptic
curve E at a prime p. For a prime ℓ ̸= p, we write Vℓ(E) = Tℓ(E) ⊗Zℓ

Qℓ and

Lp,ℓ = Qp(E[ℓ]). We denote by Vℓ(E)
I(Qp/Qp) the subspace of Vℓ(E) fixed by

I(Qp/Qp) and by E[ℓ]Gi(Lp,ℓ)/Qp the subgroup of E[ℓ] fixed by Gi(Lp,ℓ/Qp). This
following definition comes from a general formula for Galois representations.
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Definition 2.20. The exponent fp(E) is defined as fp(E) = εp(E) + δp(E), where εp(E) = dimQℓ
(Vℓ(E)/Vℓ(E)

I(Qp/Qp)),

δp(E) =
+∞∑
i=1

gi(Lp,ℓ/Qp)

g0(Lp,ℓ/Qp)
dimFℓ

(
E[ℓ]/E[ℓ]Gi(Lp,ℓ/Qp)

)
.

The conductor of E is the integer NE =
∏

p prime

pfp(E).

In fact, it turns out that this definition is independent of ℓ. It seems unpractical
for computing εp(E) and δp(E), but we have the following criterion:

Proposition 2.21. We have

εp(E) =


0 if E has good reduction modulo p,
1 if E has multiplicative reduction modulo p,
2 if E has additive reduction modulo p.

Moreover, if p ≥ 5, δp(E) = 0.

The primes which divide NE are the primes of bad reduction. It has the same
prime divisors as the minimal discriminant and it can be seen as a measurement of
the arithmetic complexity of the curve.

We now give an upper bound for A(E) in terms of the conductor (see Theorem 1
in [Coj05]).

Proposition 2.22. Assuming the Generalised Riemann Hypothesis (GRH), there is
a constant c > 0 such that A(E) ≤ c log(NE) log(log(2NE))

3.

We denote by P(Q(E[m])) the set of primes which ramify in Q(E[m])/Q.

Proposition 2.23. The elements of P(Q(E[m])) lie among the prime divisors of
m ·NE.

Proof. In this proof, we will write L = Q(E[m]) to ease notation. Let p be a prime
which doesn’t divide mNE, and p be a prime ideal of L above p.

By definition of L, we have the following diagram

I(Qp/Qp) ⊆ Gal(Qp/Qp) GL(E[m])

Gal(Lp/Qp)
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By using the diagram 2.4, we get

I(Lp/Qp) = Im(I(Qp/Qp)→ Gal(Lp/Qp)) ∼= Im(I(Qp/Qp)→ GL2(Z/mZ)).

According to the criterion of Néron-Ogg-Shafarevich (see [Sil09, § VII.7]), since p
doesn’t divide mNE, the representation ρm is unramified at p, which means that the
restriction of ρm to I(Qp/Q) is trivial. Therefore, I(Lp/Qp) is trivial, which precisely
means that p is unramified in L/Q.

The values of tr(ρm(σp)) and det(ρm(σp)) mod m are known if p ∤ mNE.

Proposition 2.24. For p ∤ mNE, we have{
tr(ρm(σp)) ≡ tEp mod m
det(ρm(σp)) ≡ p mod m,

where σp is a Frobenius element at p in Q(E[m])/Q and tEp is the trace of Frobenius
of the reduction of E modulo p.

Proof. Again, we write L = Q(E[m]). Let p be a prime which doesn’t divide m ·NE

and p a prime of L lying above p. We denote by

π(p/p) : Gal(Lp/Qp)→ Gal(Fp/Fp)

the reduction map modulo p. We will see E[m] as a set of points of Lp, and we can
consider the reduction map π̃(p/p) : E[m] 7→ Ep[m]. The Galois group Gal(Lp/Qp)
(resp. Gal(Fp/Fp)) acts naturally on E[m] (resp. Ep[m]). By definition of π(p/p)
and π̃(p/p), the following diagram is commutative:

Gal(Lp/Qp) Gal(Fp/Fp)

GL(E[m]) GL(Ep[m])

π(p/p)

π̃(p/p)

We denote by ϕp the Frobenius endomorphism of the elliptic curve Ep. Since
p ∤ m, the group Ep[m] is isomorphic to Z/mZ × Z/mZ. Then, the Frobenius
endomorphism ϕp can be identified to an element of GL2(Z/mZ) and by Proposition
III.8.6 of [Sil09], we have tr(ϕp) ≡ tEp mod m and det(ϕp) ≡ p mod m. The element
Frob(Fp/Fp) ∈ Gal(Fp/Fp) acts naturally on Ep[m] in the same way as ϕp.

We have seen that in Gal(L/Q), Frobenius elements are defined up to conjugation.
It doesn’t matter in our case, because the trace and the determinant are conjugacy-
invariant. So, we consider here that σp is the element of the conjugacy class such
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that σp(p) = p. Then, σp is the preimage of Frob(Fp/Fp) by π(p/p). Since the
previous diagram is commutative, we have tr(ρm(σp)) ≡ tr(ϕp) ≡ tEp mod m and
det(ρm(σp)) ≡ det(ϕp) ≡ p mod m.

2.4 Counting points on elliptic curves

Let E be an elliptic curve defined over a finite field Fq. There are several methods
and algorithms to determine |E(Fq)|. A very naive one is to check whether (x, y) sat-
isfies the Weierstrass equation defining E for every element (x, y) ∈ (Fq)2. However,
the complexity of this method is O(q2), so it is unpractical in practice and especially
for crypto-sized finite fields (for instance, q ≈ 2256). In this subsection, we present
Schoof’s algorithm and the SEA algorithm.

2.4.1 Schoof’s algorithm

It was introduced by Schoof in 1985 in [Sch85]. The idea is to compute the
trace of Frobenius tE of E modulo ℓ for sufficiently small primes ℓ. Indeed, since
|tE| ≤ 2

√
q, it suffices to consider primes ℓ ≤ ℓmax such that

∏
ℓ≤ℓmax

ℓ > 4
√
q and to

reconstruct tE through the Chinese Remainder Theorem.
Let ℓ be an odd prime and P be an ℓ-torsion point of E different from OE

(the point P is not required to be rational). Denote its coordinates by (xP , yP ).
Evaluating the characteristic equation of the Frobenius endomorphism ϕq at P gives

(xq
2

P , y
q2

P )− [tE](x
q
P , y

q
P ) + [q](x, y) = OE.

Since P is ℓ-torsion, one can reduce tE and q modulo ℓ in the previous equation:

(xq
2

P , y
q2

P )− [tE mod ℓ](xqP , y
q
P ) + [q mod ℓ](xP , yP ) = 0.

In order to avoid working with polynomials of large degree, we perform the com-
putations in the ring

Rℓ =
Fq[x, y]

(y2 − x3 − ax− b, ψℓ(x))
,

where ψℓ is the ℓ-th division polynomial of E introduced in Definition 2.9. Its
roots are the x-coordinates of the ℓ-torsion points. For ℓ ̸= char(Fq), we recall

that |E[ℓ]| = ℓ2, so ψℓ has degree ℓ2−1
2
. Computing xq, yq, xq

2
and yq

2
in Rℓ takes

Õ(ℓ2 log(q)2) bit operations using exponentiation by squaring.
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Chebyshev’s theorem implies that∑
ℓ≤x

ℓ prime

log(ℓ) ∼ x.

Therefore, ℓmax ≈ log(4
√
q). For instance, if q ≈ 2256 (a classical size for cryptogra-

phy), then we get ℓmax ≈ 102. Therefore, the primes ℓ considered are in O(log(q)), so

the computations in Rℓ take Õ(log(q)
4) bit operations. Since the number of primes

ℓ is in O(log(q)), the total complexity of Schoof’s algorithm is Õ(log(q)5).
We describe Schoof’s algorithm below in Algorithm 1.

Algorithm 1: Schoof’s algorithm

Data: The elliptic curve E
Result: The trace of Frobenius of E

Pick a set of odd primes ℓ ≤ ℓmax such that
∏

ℓ≤ℓmax

ℓ > 4
√
q

for ℓ ≤ ℓmax do
n← 0

Set Rℓ =
Fq [x,y]

(y2−x3−ax−b,ψℓ(x))

Q0 ← (xq
2
, yq

2
) + [q](x, y)

Q1 ← (xq, yq)
Q2 ← OE

while Q0 − [n]Q1 ̸= OE do
n← n+ 1
Q2 ← Q2 +Q1

end
tℓ ← n

end
Find t ∈ [−2√q, 2√q] such that t ≡ tℓ mod ℓ for every ℓ with the Chinese
Remainder theorem
Return t

2.4.2 The SEA algorithm

For fields of cryptographic size, Schoof’s algorithm tends to be rather inefficient
(according to Sutherland’s lecture notes [Sut22], it might take one or two days to
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compute |E(Fq)| when q ≈ 2256 with an implementation of the algorithm in Sage-
Math). It received improvements by Elkies and Atkin in the nineties which led to
the SEA (Schoof-Elkies-Atkin) algorithm. It is currently the best method for fields
of large characteristic.

Remark 2.25. For ”small” fields, some other algorithms such as baby-step giant-
step are more efficient than SEA. In SageMath, for an elliptic curve E defined over a
prime field Fp, the SEA algorithm is used whenever p > 1018, but different algorithms
are used under this value of p.

We now link the existence of an isogeny of degree ℓ from E to an arithmetic
condition on the discriminant of the characteristic polynomial of the endomorphism
of Frobenius.

Proposition 2.26. Let E be an elliptic curve defined over Fq and ℓ be a prime
different from p = char(Fq). Then, the three following statements are equivalent:

(i) There is a separable isogeny φ : E → E ′ of degree ℓ defined over Fq.

(ii) There is a subgroup C ⊆ E[ℓ] of order ℓ defined over Fq.

(iii)
(
t2E−4q
ℓ

)
̸= −1.

Proof. The statements (i) and (ii) are equivalent as a consequence of Proposition 2.6,
so we just prove the equivalence between (ii) and (iii). We recall that the Frobenius
endomorphism ϕq, seen as an endomorphism of the 2-dimensional Fℓ-vector space
E[ℓ] ∼= Z/ℓZ× Z/ℓZ, has characteristic polynomial

X2 − (tE mod ℓ)X + q mod ℓ

(see Proposition III.8.6. in [Sil09]). Its discriminant is t2E − 4q mod ℓ. Since the
Frobenius endomorphism x 7→ xq generates Gal(Fq/Fq), the existence of a subgroup
C ⊆ E[ℓ] defined over Fq is equivalent to the existence of a 1-dimensional eigenspace
of ϕq ∈ GL(E[ℓ]). This is equivalent to the existence of a root of the characteristic
polynomial over Fℓ. A root exists if and only if the discriminant of the polynomial
is a square in Fℓ.

A subgroup C ⊆ E[ℓ] of order ℓ defined over Fq is described by a polynomial h(x)
of degree ℓ−1

2
which is a factor of ψℓ(x).If such a C exists, we can replace the ring Rℓ

in Schoof’s algorithm by
Fq[x, y]

(y2 − x3 − ax− b, h(x))
,

in which it is faster to compute xq, yq, xq
2
and yq

2
.
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Definition 2.27. Let E be an elliptic curve defined over a finite field Fq and t2E−4q
its Frobenius discriminant. An odd prime ℓ ∤ q is said to be an Elkies prime for E if
t2E − 4q is a quadratic residue modulo ℓ, otherwise ℓ is said to be an Atkin prime.

There are some other modifications due to Atkin to compute a set of possible
values of tE mod ℓ if ℓ is an Atkin prime.

In the SEA algorithm, one computes tE mod ℓ using Elkies’ method for small
Elkies primes ℓ ≤ ℓmax such that

∏
ℓ≤ℓmax

ℓ > 4
√
q (here, ℓmax is not the same as in

Schoof’s algorithm). Therefore one needs that lots of primes are Elkies to make
significant improvements compared to Schoof’s algorithm. Given an odd prime ℓ,
there are ℓ+1

2
quadratic residues modulo ℓ. Hence, the heuristic is that 50% of the

primes are Elkies primes for E. In that case, the complexity of the algorithm is
Õ(log(q)4) using exponentiation by squaring.
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3 Distribution of Elkies and Atkin primes

Our goal is to introduce the proofs of two theorems about the distribution of
Atkin and Elkies primes, established by Shparlinski and Sutherland [SS14, SS15].
Both are results on average over a class of elliptic curves. In the first one, we fix a
finite field Fq and we consider all the elliptic curves defined over Fq. In the second
one, we consider the set of the reductions of an elliptic curve E defined over Q mod-
ulo primes of good reduction.

3.1 Statements of the main theorems

We fix a finite field Fq. As in Proposition 2.11, we denote by Eq a set of repre-
sentatives of all isomorphism class of elliptic curves defined over Fq. For an elliptic
curve E defined over Fq and a real number L ≥ 3, we denote by Ne(E,L) (resp.
Na(E,L)) the number of Elkies (resp. Atkin) primes for E in the interval [L, 2L]. In
the statement of the theorem, N∗(E,L) is either Ne(E,L) or Na(E,L).

Theorem 3.1. Let ν ≥ 1 be an integer. Then we have

1
|Eq |

∑
E∈Eq

∣∣N∗(E,L)− 1
2
(π(2L)− π(L))

∣∣2ν
= O

(
Lν

log(L)ν
log(q) log(log(q)) + L2ν

log(L)2ν
q−1/2Lν log(L)

)
where the big-O constant just depends on ν.

The notation O (or ≪) for two variables (L and q) indicates that there is a
constant C such that for every values of q and L ≥ 3, we have

1
|Eq |

∑
E∈Eq

∣∣N∗(E,L)− 1
2
(π(2L)− π(L))

∣∣2ν
≤ C

(
Lν

log(L)ν
log(q) log(log(q)) + L2ν

log(L)2ν
q−1/2Lν log(L)

)
.

We now fix an elliptic curve E0 defined over Q without complex multiplication. For
a prime p of good reduction and a real number L ≥ 1, we denote by Re(p, L) (resp.
Ra(p, L)) the number of Elkies (resp. Atkin) primes for the reduction Ep of E0

modulo p. We denote by CP the set of primes of good reduction in [P, 2P ]:

CP = {p ∈ [P, 2P ] : p ∤ NE0}.

We have
|CP | = π(2P )− π(P ) +O(1).

Again, R∗(p, L) is either Ra(p, L) or Re(p, L).
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Theorem 3.2. Let ν be equal to 1 or 2. Under the generalised Riemann hypothesis
(GRH) we have

1

|CP |
∑
p∈CP

∣∣∣∣R∗(p, L)− π(2L)− π(L)
2

∣∣∣∣2ν = O

(
Lν

log(L)ν
+

L8ν log(P )2

P 1/2 log(L)2ν

)
where the big-O constant depends on ν and E0.

Given an elliptic curve E defined over a finite field, one expects that 50% of
primes are Elkies, so there would be roughly π(2L)−π(L)

2
Elkies primes in [L, 2L]. The

left-hand sides in these two theorems quantify the difference between this expectation
and the reality, on average over a family of elliptic curves. In statistical terms, they
are analogous to a variance for ν = 1. Before proving the results, we also make a
few comments on the bounds in the right-hand sides.

For Theorem 3.1, we have 0 ≤ N∗(E,L) ≤ π(2L) − π(L) + 1 for every E ∈ Eq,
so a trivial bound for the left-hand side is O( L2ν

log(L)2ν
) (we recall that π(L) ∼ L

log(L)

by the prime number theorem). Hence, the bound of the theorem is not trivial if
q−1/2Lν log(L) = o(1) and log(q) log(log(q)) = o( Lν

log(L)ν
) when q becomes large. For

ν = 1, these conditions hold if

(log(q))1+ε ≤ L ≤ q1/2(log(q))−3/2−ε

where ε > 0.
For Theorem 3.2, we have 0 ≤ R∗(p, L) ≤ π(2L)− π(L) + 1 for every prime p of

good reduction, so a trivial bound for the left-hand side is O( L2ν

log(L)2ν
). Hence, the

bound of the theorem is not trivial when L8ν log(P )2

P 1/2 log(L)2ν
= o( L2ν

log(L)2ν
). For ν = 1, this

condition is satisfied as soon as

Ψ(P ) ≤ L ≤ P 1/12 log(P )−1/3Ψ(P )−1

where Ψ is a function such that Ψ(P ) −−−−→
P→+∞

+∞.

The proofs of Shparlinski and Sutherland rely on technical lemmas on character
sums. We provide this material in the next two subsections.

3.2 Technical lemmas for Theorem 3.1

The proofs of Theorems 3.1 and 3.2 will involve character sums and lemmas from
analytic number theory. In this subsection, we supply the technical material that
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will be used later.

The two first lemmas enable to evaluate a complete sum of Jacobi symbols.

Lemma 3.3. Let a be an integer and let ℓ be an odd prime such that gcd(a, ℓ) = 1.

Then,
ℓ−1∑
t=0

(
t2−a
ℓ

)
= −1.

Proof. We write

S =
ℓ−1∑
t=0

(
t2 − a
ℓ

)
=

ℓ−1∑
t=0

(
4t2 − 4a

ℓ

)
=

ℓ−1∑
t=0

(
(2t)2 − 4a

ℓ

)
=

ℓ−1∑
t=0

(
t2 − 4a

ℓ

)
.

Indeed, since ℓ is odd, t 7→ 2t is a bijection of Z/ℓZ onto itself. By Euler’s criterion,
writing k = ℓ−1

2
,

S ≡
ℓ−1∑
t=0

(t2 − 4a)k

≡
ℓ∑
t=1

(t2 − 4a)k

≡
ℓ∑
t=1

k∑
r=0

(
k

r

)
(−4a)k−rt2r

≡
k∑
r=0

((
k

r

)
(−4a)k−r

ℓ∑
t=1

t2r

)
mod ℓ.

If n = 0, then
ℓ∑
t=1

tn ≡
ℓ∑
t=1

1 ≡ 0 mod ℓ. If n ≥ 1, we know that

ℓ∑
t=1

tn ≡
{
−1 if (ℓ− 1)|n,
0 otherwise.

Indeed, if ℓ − 1 divides n, then for every t ∈ {1, . . . , ℓ − 1}, tn ≡ 1 mod ℓ by Fer-
mat’s little theorem and ℓn ≡ 0 mod ℓ. If ℓ − 1 doesn’t divide n, we know that the
multiplicative group (Z/ℓZ)∗ is cyclic, so if g is a primitive root, then

ℓ∑
t=1

tn =
ℓ∑

m=1

gmn ≡ gℓn − gn

gn − 1
≡ gn − gn

gn − 1
≡ 0 mod ℓ
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(gn ̸= 1 because ℓ − 1 doesn’t divide n). Hence,
ℓ∑
t=1

t2r ≡ −1 mod ℓ if and only if

r = k, otherwise this sum is equal to 0 mod ℓ. We deduce that S ≡ −1 mod ℓ. But
−ℓ ≤ S ≤ ℓ, so S = −1 or S = ℓ−1. For t ∈ {1, . . . , ℓ−1}, we have t2 ≡ (ℓ−t)2 mod ℓ,

so S =
(−a
ℓ

)
+2

k∑
t=1

(
t2−a
ℓ

)
, so S is odd because

(−a
ℓ

)
= ±1 (remember that ℓ doesn’t

divide a), and S = −1.

Lemma 3.4. Let a be an integer and m = ℓ1 . . . ℓs a product of s distinct odd primes

such that gcd(a,m) = 1. Then,

∣∣∣∣m−1∑
t=0

(
t2−a
m

)∣∣∣∣ = 1.

Proof. This is a consequence of the Chinese Remainder Theorem and the previous
lemma:

m−1∑
t=0

(
t2 − a
m

)
=

m−1∑
t=0

(
s∏
i=1

(
t2 − a
ℓi

))
=

s∏
i=1

(
ℓi−1∑
t=0

(
t2 − a
ℓi

))
= (−1)s.

Now we consider incomplete sums.

Lemma 3.5. Let a and T ≥ 1 be two integers, and m = ℓ1 . . . ℓs a product of s
distinct odd primes such that gcd(a,m) = 1. We have:∑

|t|≤T

(
t2 − a
m

)
≪ T/m+ Csm1/2 log(m)

where C is an absolute constant.

Proof. In the case s = 0, we have
∑
|t|≤T

(
t2−a
m

)
≤ 2T.We now take s ≥ 1 and we write

∑
|t|≤T

(
t2 − a
m

)
= 2

∑
0≤t≤T

(
t2 − a
m

)
−
(
−a
m

)
.

We write T = ⌊T/m⌋m + L and we set K + 1 = ⌊T/m⌋m. We decompose the sum∑
t≤T
t≥0

(
t2−a
m

)
into ⌊ T

m
⌋ complete sums and one partial sum as follows:

∑
t≤T
t≥0

(
t2 − a
m

)
=

m−1∑
t=0

(
t2 − a
m

)
+ . . .+

K∑
t=(⌊T/m⌋−1)m

(
t2 − a
m

)+
K+L∑
t=K+1

(
t2 − a
m

)
.
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According to Lemma 3.4, each of the complete sums is bounded by 1 in absolute
value. We have ⌊ T

m
⌋ such sums, so this gives the term T/m in the upper bound. It

remains to estimate the partial sum
K+L∑
t=K+1

(
t2−a
m

)
.

We first look at the complete sum
m∑
t=1

(
t2−a
m

)
exp(2iπ λt

m
) for λ ∈ Z. For i in

{1, . . . , s}, the Weil bound applied to mixed sums of characters gives

ℓi∑
t=1

(
t2 − a
ℓi

)
exp

(
2iπλt

ℓi

)
≪ Cℓ

1/2
i

where C is an absolute constant (see [CZ02, Section 7]). Applying the multiplicativity
of complete character sums gives

m∑
t=1

(
t2 − a
m

)
exp

(
2iπ

λt

m

)
≪ Csm1/2.

To estimate the incomplete sum
K+L∑
t=K+1

(
t2−a
m

)
exp(2iπ λt

m
), we apply a method con-

sisting in reducing to complete sums as in [IK04, Chapter 12].

For λ ∈ Z, we call Sλ(K,L) the incomplete sum
K+L∑
t=K+1

(
t2−a
m

)
exp(2iπ λt

m
) and we

write Fλ(t) =
(
t2−a
m

)
exp(2iπ λt

m
). Finally, we define the complete sum

Sλ(b) =
m−1∑
x=0

Fλ(x) exp

(
−2iπ bx

m

)
=

m−1∑
x=0

Fλ−b(x).

Our partial sum Sλ(K,L) can be expressed in terms of complete sums Sλ(b) as
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follows: Sλ(K,L) =
1
m

m−1∑
b=0

g(b)Sλ(b) where g(b) =
K+L∑
t=K+1

exp(2iπ bt
m
). Indeed,

m−1∑
b=0

g(b)Sλ(b) =
m−1∑
b=0

K+L∑
t=K+1

exp

(
2iπ

bt

m

)m−1∑
x=0

Fλ(x) exp

(
−2iπ bx

m

)

=
K+L∑
t=K+1

m−1∑
x=0

m−1∑
b=0

Fλ(x) exp

(
2iπ

m
b(t− x)

)

=
K+L∑
t=K+1

m−1∑
x=0

Fλ(x)
m−1∑
b=0

exp

(
2iπ

m
b(t− x)

)

= m
K+L∑
t=K+1

Fλ(t).

To pass from the third line to the last one, we have used the orthogonality relations
of characters :

m−1∑
b=0

exp

(
2iπ

m
b(t− x)

)
=

{
0 if x ̸= t,
m if x = t.

We get that

Sλ(K,L)−
Sλ(0)

m
=

m−1∑
b=1

g(b)Sλ(b).

Since g(m− b) = g(b) and Sλ(m− b) = S−λ(b),∣∣∣∣Sλ(K,L)− Sλ(0)

m

∣∣∣∣ ≤ ∑
1≤b≤m

2

|g(b)|
m

(|Sλ(b) + S−λ(b)|).

For 1 ≤ m
2
, we have

|g(b)| =

∣∣∣∣∣1− exp(2iπbL
m

)

1− exp(2iπb
m

)

∣∣∣∣∣ ≤ 2

|1− exp(2iπb
m

)|
≤ m

b
,

so ∣∣∣∣Sλ(K,L)− Sλ(0)

m

∣∣∣∣ ≤ ∑
1≤b≤m

2

1

b
(|Sλ(b) + S−λ(b)|).

By the estimation of complete sums, we have

|Sλ(b) + S−λ(b)| ≪ Csm1/2.
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Moreover,
∑

1≤b≤m
2

1
b
≪ log(m), so

S0(K,L)≪ Csm1/2 log(m).

For a positive integer n and a real number L > 0, we denote by ωL(n) the number
of prime divisors of n which lie in the interval [L, 2L]. In particular,∣∣∣∣{ℓ ∈ [L, 2L] :

(
t2 − 4q

ℓ

)
= 0

}∣∣∣∣ ,
which will appear in the proof of the main theorem, is ωL(t

2 − 4q).

Lemma 3.6. Let ν ≥ 1 be an integer and T ≥ 1. For L ≥ 3, we have∑
|t|<T

ωνL(t
2 − a)≪ T

log(L)
+

Lν

(logL)ν
,

where the implied constant depends on ν.

Proof. We have

∑
|t|<T

ωνL(t
2 − a) =

∑
|t|<T

( ∑
L≤ℓ≤2L
ℓ|t2−a

1

)ν

=
∑

L≤ℓ1,...,ℓν≤2L

∑
|t|≤T

lcm(ℓ1,...,ℓν)|t2−a

1.

Let m = r1 . . . rj be a squarefree integer. We show that∑
|t|<T
m|t2−a

1≪ 2j(T/m+ 1).

Let t be an integer such that m divides t2 − a. Then t is a solution of the system
t2 ≡ a mod r1
...
t2 ≡ a mod rj.
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For each i between 1 and j, let ai be a square root of amodulo ri if it exists (otherwise
there is no solution to the previous system). Then, t is a solution of

t ≡ ±a1 mod r1
...
t ≡ ±aj mod rj.

Choosing the signs gives 2j different congruence systems, each of them having only
one solution modulo m by the Chinese Remainder Theorem. We divide the interval
of integers {0, . . . , T} in ⌊T/m⌋ intervals of m consecutive integers

{0, . . . ,m− 1}, . . . , {(⌊T/m⌋ − 1)m, . . . , ⌊T/m⌋m− 1}

and one final interval {⌊T/m⌋m, . . . , T}. In every interval, there are at most 2j in-
tegers which divide t2 − a. This also applies to negative values of t, so the number
of integers t such that |t| < T and m|t2 − a is at most 2 · 2j · (T/m+ 1).

Finally, for every j ∈ {1, . . . , ν}, we gather the terms of the sum∑
L≤ℓ1,...,ℓν≤2L

∑
|t|≤T

lcm(ℓ1,...,ℓν)|t2−a

1

such that among the primes ℓ1, . . . , ℓν , only j are distinct. Thus,

∑
|t|<T

ωνL(t
2 − a)≪

ν∑
j=1

∑
L≤ℓ1,...,ℓj≤2L

(
T

ℓ1 . . . ℓj
+ 1

)

≪
ν∑
j=1

T
 ∑
L≤ℓ1,...,ℓj≤2L

1

ℓ1 . . . ℓj

+
∑

L≤ℓ1,...,ℓj≤2L

1


≪

ν∑
j=1

T ( ∑
L≤ℓ≤2L

1

ℓ

)j

+ π(2L)j

 .

In the first inequality, the implied constant depends on ν: given a tuple (ℓ1, . . . , ℓj)
of j distinct primes of [L, 2L], the number of tuples (ℓ′1, . . . , ℓ

′
ν) of primes of [L, 2L]

such that
{ℓi : i ∈ {1, . . . , j}} = {ℓ′i : i ∈ {1, . . . , ν}}
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can be expressed as a function of ν (not depending on the other parameters). By

the prime number theorem,
ν∑
j=1

π(2L)j ∼ 2νLν

log(L)ν
. Moreover,

( ∑
L≤ℓ≤2L

1

ℓ

)j

≪
(

1

log(L)

)j
≪ 1

log(L)
,

so
ν∑
j=1

( ∑
L≤ℓ≤2L

1
ℓ

)j

≪ 1
log(L)

. Hence we get the result claimed.

3.3 Lemmas for Theorem 3.2

In this subsection, we state and prove lemmas about character sums which rely
on the Chebotarev density theorem. We fix a non-CM elliptic curve E defined over
Q. For a prime p of good reduction for E, we denote by Ep the reduction of E
modulo p and by Dp = t2Ep

− 4p the Frobenius discriminant of Ep.

3.3.1 Effective versions of the Chebotarev density theorem

Let K be a finite Galois extension of Q, and G = Gal(K/Q). We denote by nK
the degree of this extension and by dK its discriminant. Let C be a subset of G
stable by conjugation. For a prime p which is not in the set P(K) of ramified primes
in K, we denote by σp the Frobenius element at p in K/Q defined up to conjugation
in G. We define

πC(x,K) := |{p prime : p ≤ x, p /∈ P(K), σp ∈ C}|.

The Chebotarev density theorem asserts that πC(x,K) ∼ |C|
|G| li(x), where li is the

logarithmic integral function: li(x) =
∫ x
0

dt
log(t)

(we recall that li(x) ∼
x→+∞

x
log(x)

). We

will need effective versions of this theorem, which are given below. The first one is
due to Lagarias and Odlyzko (see [LO77]).

Theorem 3.7. Under GRH, there is an absolute constant c > 0 such that for every
x ≥ 2: ∣∣∣∣πC(x,K)− |C|

|G|
li(x)

∣∣∣∣ ≤ c
|C|
|G|

x1/2(log(dK) + nK log(x))

for some absolute constant c > 0.
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In our applications, we will often replace log(dK) by the upper bound of the next
lemma.

Lemma 3.8. We have log(dK) ≤ (nK − 1)
∑

p∈P(K)

log(p) + nK |P(K)| log(nK).

Proof. The first idea of the proof is to write the discriminant as the norm of the
different ideal DK/Q. For a non-archimedean place v of K, we denote by pv the prime
ideal associated to v. A result of Hensel makes it possible to bound the exponent
v(DK/Q) of the ideal pv in the factorisation of DK/Q. Then, the result follows from a
sequence of inequalities. We refer the reader to [Ser81, § 1] for the details.

Lemma 3.8 directly implies the following version of Theorem 3.7 that we will use
to prove the lemmas of the following subsection.

Theorem 3.9. Under GRH, there is an absolute constant c > 0 such that for every
x ≥ 2: ∣∣∣∣πC(x,K)− |C|

|G|
li(x)

∣∣∣∣ ≤ c|C|x1/2 log

nKx ∏
p∈P(K)

p

 .

3.3.2 Conjugacy classes in GL2 and PGL2

With a view towards applying the Chebotarev density theorem in number fields
with Galois groups of the form GL2(Z/mZ) or PGL2(Z/mZ) (with m an odd square-
free integer), we study conjugacy classes in those groups.

Let NE be the conductor of E and A(E) Serre’s constant which was introduced
in subsection 2.3.3. Recall that the primes of good reduction for E are the primes
which don’t divide NE. From now on, the notation p will be only used for primes
of good reduction. In particular, if a sum is indexed by p ∈ [P, 2P ], it means that
p ranges all the primes of good reduction between P and 2P . For an integer r ≥ 2,
t ∈ Z/rZ and d ∈ (Z/rZ)∗, we define

Cr(t, d) := {g ∈ GL2(Z/rZ) : det(g) = d, tr(g) = t}.

Lemma 3.10. Let r = ℓ1 . . . ℓs be an odd square-free integer, t in Z/rZ and d in
(Z/rZ)∗. Then,

|Cr(t, d)| =
s∏
i=1

ℓi

(
ℓi +

(
t2 − 4d

ℓi

))
.
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Proof. We only consider the case where r = ℓ1 is an odd prime, because the general
case can be obtained from this case by applying the Chinese Remainder Theorem. Let

g =

(
α β
γ δ

)
be an element of GL(Z/ℓ1Z). Then, the element g satisfies det(g) = d

and tr(g) = t if and only if αδ − βγ = d and α + δ = t. The last condition on tr(g)
shows that δ is determined by α. If β and γ are fixed, the number of elements g with
tr(g) = t and det(g) = d is the number of solutions of the following equation in α:

α2 − αt+ βγ + d = 0.

The discriminant is ∆ = t2−4(βγ+d), so the number of solutions is 1+
(
t2−4(βγ+d)

ℓ1

)
.

Summing over all the values of β and γ, we find that

|Cℓ1(t, d)| =
∑

β∈Z/ℓ1Z

∑
γ∈Z/ℓ1Z

(
1 +

(
t2 − 4(βγ + d)

ℓ1

))

= ℓ21 +
∑

γ∈Z/ℓ1Z

(
t2 − 4d

ℓ1

)
+

∑
β∈(Z/ℓ1Z)∗

∑
γ∈(Z/ℓ1Z)

(
t2 − 4(βγ + d)

ℓ1

)

= ℓ21 + ℓ1

(
t2 − 4d

ℓ1

)
.

Indeed, if β ∈ (Z/ℓ1Z)∗, then γ 7→ t2 − 4(βγ + d) is a bijection of Z/ℓ1Z onto itself,

so the sum
∑

γ∈(Z/ℓ1Z)

(
t2−4(βγ+d)

ℓ1

)
is equal to 0.

Summing over t and d, one checks that

|GL2(Z/rZ)| = r4
s∏
i=1

(
1− 1

ℓi

)(
1− 1

ℓ2i

)
and so

|PGL2(Z/rZ)| =
r4

s∏
i=1

(
1− 1

ℓi

)(
1− 1

ℓ2i

)
φ(r)

.

Lemma 3.11. Let ℓ be an odd prime. Define

Cℓ(1) :=

{
g ∈ PGL2(Z/ℓZ) :

(
tr(g)2 − 4 det(g)

ℓ

)
= 1

}
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and

Cℓ(−1) :=
{
g ∈ PGL2(Z/ℓZ) :

(
tr(g)2 − 4 det(g)

ℓ

)
= −1

}
.

Then, |Cℓ(1)| = ℓ3−ℓ2
2
− ℓ and |Cℓ(−1)| = ℓ3−ℓ2

2
.

Proof. We first notice that these sets are well-defined in PGL2(Z/ℓZ). For Cℓ(1),

we count the matrices g ∈ GL2(Z/ℓZ) satisfying
(

tr(g)2−4 det(g)
ℓ

)
= 1 and divide by

ℓ − 1 to obtain the cardinality of Cℓ(1). There are ℓ−1
2

nonzero squares in Z/ℓZ.
Fixing tr(g)2 − det(g) and tr(g) also fixes det(g). For each square, there are ℓ − 2
possible values for tr(g) because det(g) must be nonzero. Moreover, there are ℓ(ℓ+1)

elements g of GL2(Z/ℓZ) having a given trace and determinant if
(

tr(g)2−4 det(g)
ℓ

)
= 1

by Lemma 3.10. Thus, |Cℓ(1)| =
ℓ(ℓ+1) ℓ−1

2
(ℓ−2)

ℓ−1 = ℓ3−ℓ2
2
− ℓ. Replacing the factor ℓ+1

by ℓ− 1 gives the result for |Cℓ(−1)|.

Now we fix two distinct primes ℓ1 and ℓ2. By the Chinese Remainder Theorem,

PGL2(Z/ℓ1ℓ2Z) ∼= PGL2(Z/ℓ1Z)× PGL2(Z/ℓ2Z).

For (γ1, γ2) ∈ {1,−1}2, we define Cγ1,γ2 to be the set of elements

(g1, g2) ∈ PGL2(Z/ℓ1Z)× PGL2(Z/ℓ2Z)

such that ((
tr(g1)

2 − 4 det(g1)

ℓ1

)
,

(
tr(g2)

2 − 4 det(g2)

ℓ2

))
= (γ1, γ2).

Lemma 3.12. We have
|C1,1 ∪ C−1,−1| = O(ℓ31ℓ

3
2),

|C1,−1 ∪ C−1,1| = O(ℓ31ℓ
3
2),

|C1,1 ∪ C−1,−1| − |C1,−1 ∪ C−1,1| = ℓ1ℓ2

Proof. These identities are straightforward consequences of the last lemma, using
that {

|C1,1 ∪ C−1,−1| = |Cℓ1(1)| · |Cℓ2(1)|+ |Cℓ1(−1)| · |Cℓ2(−1)|,
|C1,−1 ∪ C−1,1| = |Cℓ1(1)| · |Cℓ2(−1)|+ |Cℓ1(−1)| · |Cℓ2(1)|.
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We finally consider the case of four distinct primes ℓ1, ℓ2, ℓ3, ℓ4. For (γ1, γ2, γ3, γ4)
in {1,−1}4, we define Cγ1,γ2,γ3,γ4 analogously as Cγ1,γ2 . Its cardinality is

Cℓ1(γ1)Cℓ2(γ2)Cℓ3(γ3)Cℓ4(γ4).

We define 
A1(m) =

∑
(γ1,γ2,γ3,γ4)∈{−1,1}4

γ1γ2γ3γ4=1

Cℓ1(γ1)Cℓ2(γ2)Cℓ3(γ3)Cℓ4(γ4)

A−1(m) =
∑

(γ1,γ2,γ3,γ4)∈{−1,1}4
γ1γ2γ3γ4=−1

Cℓ1(γ1)Cℓ2(γ2)Cℓ3(γ3)Cℓ4(γ4).

Lemma 3.13. We have

A1(ℓ1ℓ2ℓ3ℓ4)− A−1(ℓ1ℓ2ℓ3ℓ4) = ℓ1ℓ2ℓ3ℓ4.

Proof. It is an easy but quite long computation using Lemma 3.11.

3.3.3 Applying the Chebotarev density theorem

We now state and prove the lemmas for Theorem 3.2 relying on the Chebotarev
density theorem. In everything what follows, the implied constants just depend on
ν.

Lemma 3.14. Let ν be a positive integer and s ≤ ν. For s distinct odd primes
ℓ1, . . . , ℓs coprime with A(E). Under GRH, for P ≥ ℓ1, . . . , ℓs we have

|{p ∈ CP : Dp ≡ 0 mod r}| ≪ P

φ(r) log(P )
+ r3P 1/2 log(P ).

Proof. We will apply Theorem 3.9 with K = Q(E[r]). We denote Gal(Q(E[r])/Q)
by Gr. Since ℓ1, . . . , ℓs are coprime with A(E), the Galois representation

ρr : Gr → GL2(Z/rZ)

is bijective, where we keep the notations of subsection 2.3.3. Then Gr = GL2(Z/rZ).
We will take

C(r) := {g ∈ GL2(Z/rZ) : 4 det(g) = tr(g)2}
for the set stable by conjugation. If p is unramified in Q(E[r]) (recall that the
ramified primes are the prime divisors of rNE), Proposition 2.24 asserts that the
Frobenius element σp is in C(r) if and only if Dp ≡ 0 mod r. Thus, we have

|{p ∈ CP : Dp ≡ 0 mod r}| = πC(r)(2P,Q(E[r]))− πC(r)(P,Q(E[r])) +O(1).
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In C(r), choosing the value of the trace determines the value of the determinant. By

Lemma 3.10, we get that |C(r)| ≤ r
s∏
i=1

ℓi(ℓi + 1) (in particular, |C(r)| ≪ r3 because

the number of factors is bounded from above by ν). Hence,

|C(r)|
|Gr|

≤
r2

s∏
i=1

(ℓi + 1)

r4
s∏
i=1

(
1− 1

ℓi

)(
1− 1

ℓ2i

)
≤

s∏
i=1

ℓi + 1

(ℓi − 1)
(
ℓi − 1

ℓi

)
≤ 2s

s∏
i=1

1

ℓi − 1

≤ 2s
1

φ(r)
.

Moreover, using Proposition 2.23,
∏

p∈P(Q(E[r]))

p ≤ rNE, so Theorem 3.9 gives

πC(r)(2P,Q(E[r]))≪ P

φ(r) log(P )
+ r3P 1/2 log(r4P · rNE).

Because the primes ℓi are smaller than P , we have log(r5NEP )≪ log(P ) and

πC(r)(2P,Q(E[r]))≪ P

φ(r) log(P )
+ r3P 1/2 log(P ).

Lemma 3.15. Let ν be a positive integer. Under GRH, for P > 2L we have∑
p∈CP

ωL(Dp)
ν ≪ P

log(L) log(P )
+
L4νP 1/2 log(P )

log(L)ν
.

Proof. We write our sum as∑
p∈CP

ωL(Dp)
ν =

∑
ℓ1,...,ℓν∈[L,2L]

∑
p∈CP

lcm(ℓ1,...,ℓν)|Dp

1.
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We sort the terms by the number of distinct primes among ℓ1, . . . , ℓν . Let j be an

element of {1, . . . , ν}. There are O
(

Lj

log(L)j

)
tuples (ℓ1, . . . , ℓν) of primes of [L, 2L]

such that r := lcm(ℓ1, . . . , ℓν) is the product of j distinct primes. For such a tuple,
the last lemma gives ∑

p∈CP
r|Dp

1≪ P

φ(r) log(P )
+ r3P 1/2 log(P )

≪ P

Lj log(P )
+ L3jP 1/2 log(P )

because the prime divisors of r lie in [L, 2L]. Therefore, we get∑
p∈CP

ωL(Dp)
ν ≪

ν∑
j=1

Lj

log(L)j

(
P

Lj log(P )
+ L3jP 1/2 log(P )

)

≪ P

log(L) log(P )
+
L4νP 1/2 log(P )

log(L)ν

by keeping only the dominant terms.

Lemma 3.16. Under GRH, for distinct primes ℓ1, ℓ2 coprime with A(E) and P ≥
ℓ1, ℓ2, we have∑

p∈CP

(
Dp

ℓ1ℓ2

)
= κℓ1ℓ2(π(2P )− π(P )) +O(ℓ31ℓ

3
2P

1/2 log(P )),

with κℓ1ℓ2 =
1

(ℓ21−1)(ℓ22−1)
.

Proof. As in subsection 2.3.3, we consider the representation

ρℓ1ℓ2 : Gal(Lℓ1ℓ2,E/Q)→ PGL2(Z/ℓ1ℓ2Z)

where Lℓ1ℓ2,E is the subextension of Q(E[ℓ1ℓ2]) such that the last representation is

bijective. We consider the sum S(x) :=
∑
p≤x

p∤ℓ1ℓ2NE

(
Dp

ℓ1ℓ2

)
. Notice that S(2P ) − S(P )

and
∑
p∈CP

(
Dp

ℓ1ℓ2

)
only differ by at most 1 term. We have

S(x) =
∑
p≤x,

p∤ℓ1ℓ2NE ,(
Dp
ℓ1

)(
Dp
ℓ2

)
=1

1−
∑
p≤x

p∤ℓ1ℓ2NE(
Dp
ℓ1

)(
Dp
ℓ2

)
=−1

1 = πC1,1∪C−1,−1(x, Lℓ1ℓ2,E)−πC1,−1∪C−1,1(x, Lℓ1ℓ2,E).
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By Lemma 3.12, |C1,1 ∪ C−1,−1| and |C1,−1 ∪ C−1,1| can be bounded from above by
O(ℓ31ℓ

3
2) and

|C1,1 ∪ C−1,−1| − |C1,−1 ∪ C−1,1|
|PGL2(Z/ℓ1ℓ2Z)|

=
1

(ℓ21 − 1)(ℓ22 − 1)
.

Finally, we have P(Lℓ1ℓ2,E) ⊆ P(Q(E[ℓ1ℓ2])) because Lℓ1ℓ2,E is a subextension of
Q(E[ℓ1ℓ2]). Hence,

∏
p∈P(Lℓ1ℓ2,E

)

p ≤ ℓ1ℓ2NE. Theorem 3.9 implies that

S(x) =
1

(ℓ21 − 1)(ℓ22 − 1)
π(x) +O(ℓ31ℓ

3
2x

1/2 log(ℓ41ℓ
4
2NEx)).

Because ℓ1 and ℓ2 are smaller than P , one can replace the error term byO(ℓ31ℓ
3
2P

1/2 log(P ))
in S(P ) and S(2P ).

Remark 3.17. Considering the representation ρℓ1ℓ2 : Gℓ1ℓ2 → GL2(Z/ℓ1ℓ2Z) instead
of ρℓ1ℓ2 gives the error term O(ℓ41ℓ

4
2P

1/2 log(P )) (see [CFRM05]).

This lemma can be generalised to products of four primes.

Lemma 3.18. Under GRH, for distinct primes ℓ1, ℓ2, ℓ3, ℓ4 coprime with A(E) and
P ≥ ℓ1, ℓ2, ℓ3, ℓ4, we have∑

p∈CP

(
Dp

ℓ1ℓ2ℓ3ℓ4

)
= κℓ1ℓ2ℓ3ℓ4(π(2P )− π(P )) +O(ℓ31ℓ

3
2ℓ

3
3ℓ

3
4P

1/2 log(P )),

with κℓ1ℓ2ℓ3ℓ4 =
4∏
i=1

1
ℓ2i−1

.

Proof. Let m = ℓ1ℓ2ℓ3ℓ4 and S̃(x) :=
∑
p≤x

p∤ℓ1ℓ2ℓ3ℓ4NE

(
Dp

ℓ1ℓ2ℓ3ℓ4

)
. We have

S̃(x) =
∑

(γ1,γ2,γ3,γ4)∈{−1,1}4
γ1γ2γ3γ4=1

πCγ1,γ2,γ3,γ4
(x, Lm,E)−

∑
(γ1,γ2,γ3,γ4)∈{−1,1}4

γ1γ2γ3γ4=−1

πCγ1,γ2,γ3,γ4
(x, Lm,E).

Applying the Chebotarev density theorem, we get that

S̃(x) =
A1(m)− A−1(m)

|PGL2(Z/mZ)|
π(x) +O(ℓ31ℓ

3
2ℓ

3
3ℓ

3
4x

1/2 log(ℓ41ℓ
4
2ℓ

4
3ℓ

4
4NEx)).

Lemma 3.13 tells us that A1(m)−A−1(m)
|PGL2(Z/mZ)| =

4∏
i=1

1
ℓ2i−1

.
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3.4 Proofs of the two main theorems

We will prove the two theorems in parallel, as the proofs involve very similar
ideas.

Proof. Let E be an element of Eq. If L is a prime number, there are π(2L)−π(L)+1
primes in [L, 2L], otherwise there are π(2L) − π(L) primes in this interval. Hence
we have

Ne(E,L) +Na(E,L) = π(2L)− π(L) + εL

where εL = 1 if L is a prime number and εL = 0 otherwise. Moreover, by the
definition of Elkies and Atkin primes,

Ne(E,L)−Na(E,L) =
∑

L≤ℓ≤2L

(
t2E − 4q

ℓ

)
+ ωL(t

2
E − 4q).

Hence we get

N∗(E,L)−
1

2
(π(2L)− π(L)) = 1

2

( ∑
L≤ℓ≤2L

(
t2E − 4q

ℓ

)
+ ωL(t

2
E − 4q) +O(1)

)
.

Therefore,∣∣∣∣N∗(E,L)− 1

2
(π(2L)− π(L))

∣∣∣∣2ν ≪
∣∣∣∣∣ ∑
L≤ℓ≤2L

(
t2E − 4q

ℓ

)∣∣∣∣∣
2ν

+ ωL(t
2
E − 4q)2ν + 1.

By averaging over Eq,

1

|Eq|
∑
E∈Eq

∣∣∣∣N∗(E,L)− 1

2
(π(2L)− π(L))

∣∣∣∣2ν ≪ 1

|Eq|
U2ν +

1

|Eq|
V2ν + 1 (3.1)

where we set 
U2ν =

∑
E∈Eq

∣∣∣∣∣ ∑L≤ℓ≤2L

(
t2E−4q
ℓ

)∣∣∣∣∣
2ν

V2ν =
∑
E∈Eq

ωL(t
2
E − 4q)2ν .

We have an analogous relation for R∗(p, L):

1
|CP |

∑
p∈CP

∣∣R∗(p, L)− 1
2
(π(2L)− π(L))

∣∣2ν
≪ 1
|CP |

Ũ2ν +
1
|CP |

Ṽ2ν + 1
(3.2)
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this time with 
Ũ2ν =

∑
p∈CP

∣∣∣∣∣ ∑L≤ℓ≤2L

(
Dp

ℓ

)∣∣∣∣∣
2ν

Ṽ2ν =
∑
p∈CP

ωL(Dp)
2ν .

The rest of the proof consists in estimating the sums U2ν , V2ν , Ũ2ν and Ṽ2ν with
the lemmas of subsections 3.2 and 3.3. We start with the upper bounds on U2ν

and V2ν for Theorem 3.1.

Bounding U2ν:
Sorting the elements of Eq by their trace of Frobenius, we get

U2ν =
∑

|t|≤2q1/2
fq(t)

∣∣∣∣∣ ∑
L≤ℓ≤2L

(
t2 − 4q

ℓ

)∣∣∣∣∣
2ν

≪ q1/2 log(q) log(log(q))
∑

|t|≤2q1/2

∣∣∣∣∣ ∑
L≤ℓ≤2L

(
t2 − 4q

ℓ

)∣∣∣∣∣
2ν

by using the estimate of Proposition 2.13. By interverting the summations,

U2ν ≪ q1/2 log(q) log(log(q))
∑

L≤ℓ1,...,ℓ2ν≤2L

∑
|t|≤2q1/2

(
t2 − 4q

ℓ1 . . . ℓ2ν

)
.

For every j ∈ {0, . . . , ν}, we define Q2ν,2j as the set of tuples (ℓ1, . . . , ℓ2ν) such that
L ≤ ℓ1, . . . , ℓ2ν ≤ 2L and ℓ1 . . . ℓ2ν = n2m with m a squarefree product of 2j primes
and n a product of ν − j primes. Choosing an element of Q2ν,2j involves choosing
ν + j primes in [L, 2L] (we choose a subset of 2j primes for the factor m, then a
subset of ν − j for n disjoint from the first). Thus

|Q2ν,2j| ≪ (π(2L)− π(L))ν+j ≪ Lν+j

log(L)ν+j
.

We have ∑
L≤ℓ1,...,ℓν≤2L

∑
|t|≤2q1/2

(
t2 − 4q

ℓ1 . . . ℓ2ν

)
=

ν∑
j=0

∑
(ℓ1,...,ℓ2ν)∈Q2ν,2j

∑
|t|≤2q1/2

(
t2 − 4q

n2m

)

≤
ν∑
j=0

∑
(ℓ1,...,ℓ2ν)∈Q2ν,2j

∑
|t|≤2q1/2

(
t2 − 4q

m

)
.
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Lemma 3.5 provides us with the estimate∑
|t|≤2q1/2

(
t2 − 4q

m

)
≪ 2q1/2

m
+ Csm1/2 log(m).

Since L2j ≤ m ≤ (2L)2j, we have∑
|t|≤2q1/2

(
t2 − 4q

m

)
≪ 2q1/2

L2j
+ Lj log(L).

Hence, ∑
L≤ℓ1,...,ℓν≤2L

∑
|t|≤2q1/2

(
t2 − 4q

ℓ1 . . . ℓ2ν

)
≪

ν∑
j=0

|Q2ν,2j|
(
q1/2

L2j
+ Lj log(L)

)

≪
ν∑
j=0

(
q1/2Lν−j

log(L)ν+j
+

Lν+2j

log(L)ν+j−1

)

≪ q1/2Lν

log(L)ν
+

L3ν

log(L)2ν−1
.

Finally, we get

U2ν ≪ q1/2 log(q) log(log(q))

(
q1/2

Lν

log(L)ν
+

L3ν

log(L)2ν−1

)
.

Bounding V2ν:
We also sort the terms in the sum defining V2ν by the trace of Frobenius:

V2ν =
∑

|t|≤2q1/2
fq(t)ωL(t

2 − 4q)2ν

≪ q1/2 log(q) log(log(q))
∑

|t|≤2q1/2
ωL(t

2 − 4q)2ν

≪ q1/2 log(q) log(log(q))

(
q1/2

log(L)
+

L2ν

log(L)2ν

)
where the last inequality results from Lemma 3.6.

Injecting our upper bounds for U2ν and V2ν in equation (3.1) and getting rid of

non-dominant terms yields Theorem 3.1. We now consider the case of Ũ2ν and Ṽ2ν
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for ν = 1, 2. In order to apply the lemmas of subsection 3.3, we will assume without
loss of generality that 2L ≤ P (otherwise the bound in Theorem 3.2 is trivial). We
also assume that L is greater than Serre’s constant A(E0).

Bounding Ũ4:

We have Ũ4 =
∑

L≤ℓ1,ℓ2,ℓ3,ℓ4≤2L

∑
p∈CP

(
Dp

ℓ1ℓ2ℓ3ℓ4

)
. For the sum over ℓ1, ℓ2, ℓ3, ℓ4, we will

sort the terms according to the three following cases:

• ℓ1ℓ2ℓ3ℓ4 is a perfect square. There are O( L2

log(L)2
) such terms, because choosing

(ℓ1, ℓ2, ℓ3, ℓ4) such that ℓ1ℓ2ℓ3ℓ4 is a perfect square involves choosing only two
primes in [L, 2L]. In this case,∑

p∈CP

(
Dp

ℓ1ℓ2ℓ3ℓ4

)
≤
∑
p∈CP

1 = O

(
P

log(P )

)

so the total contribution of these terms in Ũ4 is

O

(
L2P

log(L)2 log(P )

)
.

• ℓ1ℓ2ℓ3ℓ4 is not a perfect square but is divisible by a non-trivial square. There
are O( L3

log(L)3
) such terms. Without loss of generality, if ℓ1 ̸= ℓ2 and ℓ3 = ℓ4,

Lemma 3.16 gives∑
p∈CP

(
Dp

ℓ1ℓ2ℓ3ℓ4

)
≤
∑
p∈CP

(
Dp

ℓ1ℓ2

)
≤ κℓ1ℓ2(π(2P )− π(P )) +O(ℓ31ℓ

3
2P

1/2 log(P ))

with κℓ1ℓ2 = O
(

1
L4

)
since L ≤ ℓ1, ℓ2 ≤ 2L. Hence, we get the upper bound

∑
p∈CP

(
Dp

ℓ1ℓ2ℓ3ℓ4

)
= O

(
P

L4 log(P )
+ L6P 1/2 log(P )

)
.

The total contribution of these terms in Ũ4 is

O

(
L3

log(L)3

(
P

L4 log(P )
+ L6P 1/2 log(P )

))
.
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• ℓ1ℓ2ℓ3ℓ4 is squarefree. There are O( L4

log(L)4
) such terms. Lemma 3.18 gives

∑
p∈CP

(
Dp

ℓ1ℓ2ℓ3ℓ4

)
≤ κℓ1ℓ2ℓ3ℓ4(π(2P )− π(P )) +O(ℓ31ℓ

3
2ℓ

3
3ℓ

3
4P

1/2 log(P ))

with κℓ1ℓ2ℓ3ℓ4 = O
(

1
L8

)
, so

∑
p∈CP

(
Dp

ℓ1ℓ2ℓ3ℓ4

)
= O

(
P

L8 log(P )
+ L12P 1/2 log(P )

)
.

The total contribution of these terms in Ũ4 is

O

(
L4

log(L)4

(
P

L8 log(P )
+ L12P 1/2 log(P )

))
By getting rid of non-dominant terms, we find that

Ũ4 = O

(
L2P

log(L)2 log(P )
+
L16P 1/2 log(P )

log(L)4

)
.

Bounding Ũ2:

To bound Ũ2 =
∑

L≤ℓ1,ℓ2≤2L]

∑
p∈CP

(
Dp

ℓ1ℓ2

)
, we sort the terms according to these two

cases:

• ℓ1 = ℓ2. There are O
(

L
log(L)

)
such terms. In that case,

∑
p∈CP

(
Dp

ℓ1ℓ2

)
≤
∑
p∈CP

1 = O

(
P

log(P )

)
.

• ℓ1 ̸= ℓ2. There are O
(

L2

log(L)2

)
such terms. Lemma 3.16 gives

∑
p∈CP

(
Dp

ℓ1ℓ2

)
= O

(
P

log(P )

1

L4
+ L6P 1/2 log(P )

)
.

Hence, Ũ2 = O
(

LP
log(L) log(P )

+ L8P 1/2 log(P )
log(L)2

)
.

Bounding Ṽ2ν:
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Lemma 3.15 gives

Ṽ4 = O

(
P

log(L) log(P )
+
L16P 1/2 log(P )

log(L)4

)
and

Ṽ2 = O

(
P

log(L) log(P )
+
L8P 1/2 log(P )

log(L)2

)
.

We find the statement of Theorem 3.2 by injecting our upper bounds for Ũ2ν and Ṽ2ν
in (3.2).
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4 Numerical experiments

We performed numerical experiments with SageMath in order to confirm experi-
mentally the estimates of the theorems 3.1 and 3.2 and to assess how accurate they
are. In this section, we introduce our methodology and our results.

4.1 Experiments about Theorem 3.1

4.1.1 Methodology

For a finite field Fq, we are interested in computing the left-hand side of Theo-
rem 3.1

LHS(q, L, ν) :=
1

|Eq|
∑
E∈Eq

∣∣∣∣Ne(E,L)−
1

2
(π(2L)− π(L))

∣∣∣∣2ν .
We consider Elkies primes here, but everything that follows would also work with
Atkin primes instead. We first discuss the relevant values of L and q for our study.

Theorem 3.1 provides nontrivial information when the right-hand side

O

(
Lν

log(L)ν
log(q) log(log(q)) +

L2ν

log(L)2ν
q−1/2Lν log(L)

)
is smaller than the trivial bound O

(
L2ν

log(L)2ν

)
. The difficulty is that the implicit big-O

constant is not known. In order to have an idea of the approximate size of L and q,
we will take it equal to 1 and we define

RHS(L, q, ν) =
Lν

log(L)ν
log(q) log(log(q)) +

L2ν

log(L)2ν
q−1/2Lν log(L).

The next graphs shows RHS(q, L, 1) as a function of q and L2

log(L)2
with L = 100, 1000

and 10000.
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The last figure shows that the bound of Theorem 3.1 is minimal for q ≈ 1012

when L = 10000. Therefore, we aim at being able to compute CL,q for values of q
around 1012.

A naive approach described in Algorithm 2 consists in enumerating all the elliptic
curves defined over Fq by the coefficients of the Weierstrass equations (since an elliptic
curve E can arise from different Weierstrass equations, we have to normalise by the
number of Weierstrass equations which define an elliptic curve in the isomorphism
class of E, which is q−1

|Aut(E)|).

However, there are q2 − q nonsingular Weierstrass equations. Determining the
trace of Frobenius of an elliptic curve E can be done in polynomial time in log(q).

Hence the total complexity is Õ(q2), so this method can’t be used in practice for
large values of q. It is possible to enumerate the j-invariants instead of enumerating
the Weierstrass equations to get a complexity Õ(q). For a given j-invariant different
from 0 or 1728, there are two isomorphism classes of elliptic curves whose traces of
Frobenius are opposite, these classes are called quadratic twists of each other. It
takes more than one hour on a standard laptop with SageMath for q ≈ 107, so it
can’t be used in practice for q ≈ 1010 .

Another approach is to enumerate the traces of Frobenius, rather than the curves

themselves. WritingNe(t, L) the number of primes ℓ ∈ [L, 2L] such that
(
t2−4q
ℓ

)
̸= − 1,

51



Algorithm 2: Computation of LHS(q, L, ν)

Data: q, L, ν
Result: The quantity LHS(q, L, ν)
LHS ← 0
N ← number of isomorphism classes of elliptic curves over Fq
for A ∈ Fq do

for B ∈ Fq do
if 4A3 + 27B2 ̸= 0 then

t← trace of Frobenius of the elliptic curve E : y2 = x3 + Ax+B
a← number of automorphisms of E

u← q−1
a

n← 0
for ℓ prime in [L, 2L] do

if
(
t2−4q
ℓ

)
̸= −1 then

n← n+ 1
end

end

LHS ← LHS + 1
uN

∣∣∣n− π(2L)−π(L)
2

∣∣∣2ν
end

end

end
return LHS
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we have

LHS(q, L, ν) =
1

|Eq|
∑
|t|≤√q

fq(t)

∣∣∣∣Ne(t, L)−
π(2L)− π(L)

2

∣∣∣∣2ν
where the numbers fq(t) were introduced in the subsection 2.2. They are computed
with the formula of Proposition 2.12 for the ordinary case:

fq(t) = H(t2 − 4q) =
∑

O(t2−4q)⊆O′

h(O′).

The traces of Frobenius belong to the Hasse interval, whose size is 4
√
q, so we have

at most 4
√
q values of the function H to compute. According to Cohen, computing

the values of h(∆K) is very fast where ∆K is a fundamental discriminant, and it
is easy to compute h(∆) from h(∆K) if ∆ = u2∆K (see Algorithm 5.3.5 and the
following remark in [Coh93]). In SageMath, we use the can compute the function
quadratic order class number from the module sage.rings.number field.order

to compute the values of h, which we use to compute the values of H.
With this approach, we only consider ordinary curves for our experiments. It

doesn’t really matter, because supersingular curves are rare (Porposition 2.12 shows

that there are Õ(
√
q) supersingular curves defined over Fq, so their contribution

to LHS(q, L, ν) is asymptotically insignificant compared with the contribution of
ordinary elliptic curves).

Beyond the LHS, we may also be interested in the distribution of the values of
Ne(E,L), namely determine the number of E ∈ Eq such that Ne(E,L) = n for every
n ≤ π(2L) − π(L) + 1. In fact, it is possible to compute LHS(q, L, ν) from this
distribution. Writing Fq,L(n) for the number of E ∈ Eq such that Ne(E,L) = n, we
have

LHS(q, L, ν) =
1

|Eq|

π(2L)−π(L)+1∑
n=0

Fq,L(n)

∣∣∣∣n− π(2L)− π(L)
2

∣∣∣∣2ν .
Moreover, the distribution gives an idea of how many curves have approximately
the same number of Elkies and Atkin primes in [L, 2L] (the LHS is a numerical
measurement to quantify the difference with the expected value, but plotting the
distribution is more visual).

For repeated experiments with a given finite field Fq, it is possible to construct a
dictionary whose keys are the integers t ∈ [−2√q, 2√q] and values are the numbers
fq(t). It can be stored in a text file, so the computation of the numbers fq(t) is done
once for all. Creating this dictionary takes less than two minutes for q ≈ 1010 and
less than one hour for q ≈ 1012 on a standard laptop.
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4.1.2 First observations

We first fix the parameter L and let q vary. The next graph shows the evolution
of LHS(q, L, 1) for L = 25, 100, 500 and 103 ≤ q ≤ 1010 (in order to gain time,
LHS(q, L, 1) was just computed for the prime values of q consecutive to powers of
2).

This graph suggests that LHS(q, L, 1) tends to a finite limit when q → +∞. We
fixed q ≈ 108 and we plotted the evolution of LHS(q, L, 1) for L ∈ [20, 500] to have
an idea of the value of the limit as a function of L.
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We notice that the evolution seems to be roughly linear and we next focus on the
distribution. For q large compared with L, the distribution seems to be a Gaussian
function (on the next graph, q = 108 + 7 and L = 500).

With the function curve fit of the Python module scipy.optimize, it is pos-
sible to find a Gaussian function that fits with the curve of the distribution (notice
that we have to give a guess of the parameters of the Gaussian, even very approx-
imate, as an optional argument in curve fit, otherwise curve fit can return an
almost constant Gaussian function with extra large standard deviation).
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The next graph shows the evolution of the standard deviation of the Gaussian fit
as a function of L (with q ≈ 108).

4.1.3 Comparison with a simple probabilistic model

We would like to predict the expressions of the limit of LHS(q, L, 1) and the
parameters of the Gaussian fit of the distribution as a function of L through a
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simple probabilistic model. Let us fix q. For an integer t with |t| ≤ 2
√
q, we assume

that the hypothesis that roughly 50% of prime numbers are Elkies is correct. So for

a prime ℓ, the probability of the Legendre symbol
(
t2−4q
ℓ

)
to be equal to 0 or 1 is

roughly 1/2. Thus, we model
(
t2−4q
ℓ

)
by a random variable Xt,ℓ following a Bernoulli

distribution B(1/2). We further assume that all the variables Xt,ℓ are independent.
For L > 0, the random variable

Xt :=
∑

ℓ∈[L,2L]

Xt,ℓ

models the number of Elkies primes of a curve of trace of Frobenius t in [L, 2L] and
it follows a binomial distribution B(π(2L)− π(L), 1/2). We have

E(Xt) =
π(2L)− π(L)

4
and σ(Xt) =

√
π(2L)− π(L)

2
.

The next graph is the distribution of the last paragraph (q = 108 + 7 and
L = 500), with the curve of the Gaussian of mean value E(Xt) and standard

deviation

√
π(2L)−π(L)

2
in green. The model seems to be very accurate.

The next graph shows the evolution of the standard deviation of the Gaussian fit
(in blue) and the value given by the model: π(2L)−π(L)

2
(in red on the next graph).
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Moreover,

E

 1

|Eq|
∑
|t|≤2√q

fq(t)

∣∣∣∣Xt −
π(2L)− π(L)

2

∣∣∣∣2
 = E

(∣∣∣∣Xt −
π(2L)− π(L)

2

∣∣∣∣2
)

=
π(2L)− π(L)

4
.

The evolution of LHS(q, L, 1) as a function of L also fits well with this value.
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Therefore, the bound of Theorem 3.1 seems non-optimal.
When q is not large enough, side effects occur: the curve of the standard deviation

as a function of L deviates from the model for L ≥ 400, with q = 106 + 7. This
suggests that the model is satisfactory only if q is very large compared with L.

Finally, we try to summarise our observations as an open question. We write

m = π(2L)−π(L)
2

and σ =

√
π(2L)−π(L)

2
.

Question 4.1. For x ∈ R, we define

fq,L(x) =
|{E ∈ Eq : Ne(E,L)−m

σ
≤ x}|

|Eq|
.

Does fq,L converges pointwise to the cumulative distribution function of the standard
normal distribution as q and L goes to infinity with q ≫ Ln for every n ∈ N ?

4.2 Experiments about Theorem 3.2

Let E be an elliptic curve defined over Q and

LHS(P,L, ν) :=
1

|CP |
∑
p∈CP

∣∣∣∣Re(p, L)−
π(2L)− π(L)

2

∣∣∣∣2ν .
We slightly adapt our probabilistic model. For a prime p ∤ NE and ℓ ̸= p, let
Xp,ℓ be a random variable following a Bernoulli distribution B(1/2). It models
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whether Dp is a square modulo ℓ or not (we recall the notation Dp for the Frobenius
discriminant of the reduction modulo p of E). We also assume that the variables
Xp,ℓ are independent, so the random variable

Xp =
∑

ℓ∈[L,2L]

Xp,ℓ

follows a binomial distribution B(π(2L)− π(L), 1/2). This last variable models the
number of Elkies primes in [L, 2L] for the reduction of E modulo p. Since it follows
the same law as the variable Xt of the last paragraph, we expect similar observations.
The numerical experiments were made with the elliptic curve E of conductor 11
(small conductor) given by the Weierstrass equation y2 + y = x3 − x2. Using the
straightforward approach of computing tEp for each p independently, we were only
able to reach values of P up to 107, but this is sufficient to see that it fits with the
model. Should we want to increase this value, we can use an algorithm developed
by Sutherland to investigate the Sato-Tate conjecture which computes efficiently tEp

for several p simultaneously. We directly give the graphs with the expectations of
the model.

When L is fixed, LHS(P,L, 1) also seems to tend to a finite limit when P → +∞.

The distribution also seems to tend to a Gaussian of mean value π(2L)−π(L)
2

and

standard deviation

√
π(2L)−π(L)

2
.
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For the evolution of the standard deviation and LHS(P,L, 1), we notice some
significant difference with the model for values of L between 400 and 500. Thus, the
expectations of the model seem to be valid only for large values of P in comparison
with L.
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One might formulate a similar question as Question 4.1. However, in this context,
we are actually able to prove a statement of convergence in distribution. This will
be the topic of the next section.
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5 Convergence of the distribution of Elkies primes

for reductions of an elliptic curve over Q

5.1 Formalisation of the context

Let E be an elliptic curve defined over Q. The numerical experiments of the
last section suggest that the distribution of the quantities Re(p, L) converges to a
Gaussian distribution when P and L tend to infinity. The goal of this section is to
state and prove a theorem which justifies our observation.

For P > 0, we equip the set of primes in [P, 2P ] of good reduction CP with a
uniform probability measure PP . For p ∈ CP , we define XP,L(p) = Re(p, L) and

FP,L(n) := |{p ∈ CP : XP,L(p) = n}|.

Then,

PP (XP,L = n) =
FP,L(n)

|CP |
and

1

|CP |
∑
p∈CP

∣∣∣∣Re(p, L)−
π(2L)− π(L)

2

∣∣∣∣2ν = E

((
XP,L −

π(2L)− π(L)
2

)2ν
)
.

In other words, the left-hand side of Theorem 3.2 is the moment of order 2ν of
XP,L − π(2L)−π(L)

2
. We define

m =
π(2L)− π(L)

2
, σ =

√
π(2L)− π(L)

2
, YP,L =

XP,L −m
σ

.

According to the previous section, we expect that the distribution of XP,L converges
in some sense to a Gaussian distribution of mean value m and standard deviation σ.
This is the content of the next theorem, that we will prove in this section. We will
use the random variable YP,L, which is a normalisation of XP,L by the expected mean

and standard deviation. Let ψ : R+ → R be a function such that ψ(x)
xn
−−−−→
x→+∞

+∞
for every n ∈ N. For L ≥ 3 the cumulative distribution function of Yψ(L),L is the
function

GL :

{
R → [0, 1]
x 7→ Pψ(L)(Yψ(L),L ≤ x).

Denote by G the cumulative distribution function of a standard normal random
variable Z. We say that (Yψ(L),L) converges in distribution to Z if the sequence of
functions (GL) converges pointwise to G when L goes to infinity. The theorem that
we will prove in this section is the following:
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Theorem 5.1. Under GRH, the sequence of random variables (Yψ(L),L) converges in
distribution to a standard normal random variable Z when L goes to infinity.

5.2 The moments of the standard normal distribution

Let Z be a standard normal random variable. The moments of Z are the quan-
tities

mk = E(Zk)

for k ∈ N. We have m2k+1 = 0 and an integration by parts shows that

m2k = (2k − 1) · (2k − 3) · · · 3 · 1.

The standard normal distribution is characterised by its moments: if X is a random
variable such that E(Xk) = mk for every k, then X is a standard normal random
variable. To prove Theorem 5.1, we will use the following result (see [Bil95, Theorem
30.2]).

Theorem 5.2. Let (Xn)n be a sequence of random variables such that for every
k ∈ N,

E(Xk
n) −−−−→

n→+∞
mk.

Then (Xn)n converges in distribution to a standard normal random variable Z.

To prove Theorem 5.1, we will show that the moments of Yψ(L),L converge to the
moments mk when L goes to infinity.

We generalise Lemmas 3.16 and 3.18 to an arbitrary number of distinct odd
primes.

Lemma 5.3. Under GRH, for m = ℓ1 . . . ℓs a product of s distinct primes coprime
with A(E), we have for P ≥ ℓ1, . . . , ℓs∑

p∈CP

(
Dp

m

)
= κm(π(2P )− π(P )) +O(m3P 1/2 log(P ))

where κm = (−1)s
s∏
i=1

1
ℓ2i−1

.

Proof. The proof mimics that of Lemmas 3.16 and 3.18. We consider the bijective
Galois representation

ρm : Gal(Lm,E/Q)→ PGL2(Z/mZ)
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and S(x) :=
∑
p≤x,
p∤mNE

(
Dp

m

)
(as in the case s = 2, the sums S(2P )−S(P ) and

∑
p∈CP

(
Dp

m

)
differ by at most one term). We have

S(x) =
∑

(γ1,...,γs)∈{−1,1}s
γ1···γs=1

πCγ1,...,γs
(x, Lm,E)−

∑
(γ1,...,γs)∈{−1,1}s

γ1...γs=−1

πCγ1,...,γs
(x, Lm,E)

where the sets Cγ1,...,γs are defined as in the paragraph 3.3.2. Theorem 3.9 implies
that

S(x) =
A1(m)− A−1(m)

|PGL2(Z/mZ)|
π(x) +O(m3x1/2 log(m3x ·mNE))

where for ε ∈ {1,−1}, we write∑
(γ1,...,γs)∈{−1,1}s

γ1···γs=ε

Cℓ1(γ1) · · ·Cℓs(γs).

We show by induction on s that A1(m)−A−1(m) = (−1)s
s∏
i=1

ℓi. Lemma 3.11 directly

gives the result for s = 1. Assume that A1(m) − A−1(m) and let ℓs+1 be a prime
such that gcd(m, ℓs+1) = 1. Then,

A1(mℓs+1)−A−1(mℓs+1) = A1(m)A1(ℓs+1) +A−1(m)A−1(ℓs+1)

−A1(m)A−1(ℓs+1)−A−1(m)A1(ℓs+1)

= A1(m)(A1(ℓs+1)−A−1(ℓs+1))−A−1(m)(A1(ℓs+1)−A−1(ℓs+1))

= −(A1(m)−A−1(m))ℓs+1

= (−1)s+1
s+1∏
i=1

ℓi.

Therefore, S(x) = (−1)s
s∏
i=1

1
ℓ2i−1

π(x) + O(m3x1/2 log(m4NEx)). Because ℓ1, . . . , ℓs

are all smaller than P , one can replace the error term by O(m3P 1/2 log(P )) in S(P )
and S(2P ).

As in the proof of Theorem 3.1, for a positive integer k and 0 ≤ j ≤ k, let Qk,j
be the set of tuples (ℓ1, . . . , ℓk) of primes in [L, 2L] such that ℓ1 . . . ℓk = n2m where
m is a squarefree product of j primes and n is the product of k−j

2
primes (Qk,j is

empty if k − j is odd). We will need the following lemma.
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Lemma 5.4. Let ν be a positive integer. Then,

|Q2ν,0| = m2ν
Lν

log(L)ν
+O

(
Lν−1

log(L)ν−1

)
.

Proof. For n ∈ {1, . . . , ν}, let An be the set of tuples (A1, . . . , An) of disjoint subsets
of {1, . . . , 2ν} such that:

• ∀i ∈ {1, . . . , n}, Ai ̸= ∅,

• ∀(i, j) ∈ {1, . . . , n}2, Ai ∩ Aj = ∅,

• ∀i ∈ {1, . . . , n}, |Ai| is even,

•
n⊔
i=1

Ai = {1, . . . , 2ν}.

We also define BnL to be the set of ordered n-tuples of distinct primes in [L, 2L]. Let
s = (ℓ1, . . . , ℓ2ν) be an element of Q2ν,0 such that lcm(ℓ1 · · · ℓ2ν) has n distinct prime
factors, and ℓ′1 < . . . < ℓ′n primes such that

{ℓ1, ...ℓ2ν} = {ℓ′1, . . . , ℓ′n}.

Then, we define bs = (ℓ′1, . . . , ℓ
′
n). For j ∈ {1, . . . , n}, we set

Asj = {i ∈ {1, . . . , 2ν} : ℓi = ℓ′j}

and as = (As1, . . . , A
s
n).

The set Q2ν,0 is in one-to-one correspondence with⊔
1≤n≤ν

An × BnL

via s 7→ (as, bs).
If n is fixed, we have BnL =

(
π(2L)−π(L)+O(1)

n

)
∼ Ln

n! log(L)n
as L goes to infinity. For

n = ν, we have

|Aν | =
(
2ν

2

)
·
(
2ν − 2

2

)
· · ·
(
2

2

)
= ν! ·m2ν ,

so

|Aν × BνL| ∼ m2ν
Lν

log(L)ν
.
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Moreover,
ν−1∑
n=1

|An| · |BnL| =
ν−1∑
n=1

|An| ·O
(

Lν−1

log(L)ν−1

)
.

The sum
ν−1∑
n=1

|An|

just depends on ν and not on L, and it can be absorbed in the big-O constant.

5.3 Proof of Theorem 5.1

As in the proof of Theorem 3.2, for a prime p ∈ CP , we write Re(p, L) +Ra(p, L) = π(2L)− π(L) + εL

Re(p, L)−Ra(p, L) =
∑

ℓ∈[L,2L]

(
Dp

ℓ

)
+ ωL(Dp).

Let us fix k ∈ N∗. Then, by the multinomial theorem

E(Y k
P,L) =

1

σk|CP |
∑
p∈CP

(
Re(p, L)−

π(2L)− π(L)
2

)k

=
1

σk|CP |
∑
p∈CP


∑

ℓ∈[L,2L]

(
Dp

ℓ

)
+ ωL(Dp) + εL

2


k

=

∑
k1+k2+k3=k

(
n

k1,k2,k3

)
Ũk1Ṽk2ε

k3
L

σk2k

where
(

n
k1,k2,k3

)
= n!

k1!k2!k3!
and

Ũk1 =
∑
p∈CP

( ∑
ℓ∈[L,2L]

(
Dp

ℓ

))k1

=
∑

ℓ1,...,ℓk1∈[L,2L]

∑
p∈CP

(
Dp

ℓ1...ℓk1

)
Ṽk2 =

∑
p∈CP

ωL(Dp)
k2 .

For every k2 ∈ {0, . . . , k}, Lemma 3.15 already gives us

Ṽk2 = O

(
P

log(L) log(P )
+
L4k2P 1/2 log(P )

log(L)k2

)
.
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We will now estimate the sums Ũk1 for every k1 ∈ {0, . . . , k}.

First, assume that k1 is odd: k1 = 2ν + 1 where ν ∈ N. Then,

Ũ2ν+1 =
ν∑
j=0

∑
(ℓ1,...,ℓ2ν+1)
∈Q2ν+1,2j+1

∑
p∈CP

(
Dp

ℓ1 . . . ℓ2ν+1

)
.

For j ∈ {0, . . . , ν}, we have |Q2ν+1,2j+1| = O
(

Lν+j+1

log(L)ν+j+1

)
, so by Lemma 5.3, we

have ∑
(ℓ1,...,ℓ2ν+1)
∈Q2ν+1,2j+1

∑
p∈CP

(
Dp

ℓ1 . . . ℓ2ν+1

)
= O

(
Lν+j+1

log(L)ν+j+1

(
P

L4j+2 log(P )
+ L6j+3P 1/2 log(P )

))
.

The dominant terms occur for j = 0 and j = ν. By getting rid of the non-dominant
terms, we obtain

Ũ2ν+1 = O

(
Lν−1P

log(L)ν+1 log(P )
+
L8ν+4P 1/2 log(P )

log(L)2ν+1

)
.

Now, we assume that k1 is even: k1 = 2ν. We also write

Ũ2ν =
ν∑
j=0

∑
(ℓ1,...,ℓ2ν)∈Q2ν,2j

∑
p∈CP

(
Dp

ℓ1 . . . ℓ2ν

)
.

Take j ∈ {1, . . . , ν}. Then, |Q2ν,2j| = O
(

Lν+j

log(L)ν+j

)
, so by Lemma 5.3, we have

∑
(ℓ1,...,ℓ2ν)∈Q2ν,2j

∑
p∈CP

(
Dp

ℓ1 . . . ℓ2ν

)
= O

(
Lν+j

log(L)ν+j

(
P

L4j log(P )
+ L6jP 1/2 log(P )

))
.

Now assume that j = 0. Then, for (ℓ1, . . . , ℓ2ν) ∈ Q2ν,0 and p ∈ CP , we have(
Dp

ℓ1...ℓ2ν

)
= 1 except if some ℓi divides Dp. By Lemma 3.14, we have

|{p ∈ CP : Dp ≡ 0 mod ℓ1 . . . ℓ2ν}| ≤ |{p ∈ CP : Dp ≡ 0 mod min
1≤i≤2ν

ℓi}|

= O

(
P

L log(P )
+ L3P 1/2 log(P )

)
.
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Then, if (ℓ1, . . . , ℓν) ∈ Q2ν,0,∑
p∈CP

(
Dp

ℓ1 . . . ℓ2ν

)
= |CP |+O

(
P

L log(P )
+ L3P 1/2 log(P )

)
.

We use Lemma 5.4 to get∑
(ℓ1,...,ℓ2ν)∈Q2ν,0

∑
p∈CP

(
Dp

ℓ1 . . . ℓ2ν

)
= m2ν |CP |

Lν

log(L)ν
+m2ν |CP |O

(
Lν−1

log(L)ν−1

)

+O

(
Lν−1P

log(L)ν log(P )
+
L3+νP 1/2 log(P )

log(L)ν

)
.

The dominant terms occur for j = 0 and j = ν, and we have

Ũ2ν = m2ν |CP |
Lν

log(L)ν
+O

(
m2ν |CP |

Lν−1

log(L)ν−1
+

Lν−1P

log(L)ν log(P )
+
L8νP 1/2 log(P )

log(L)2ν

)
.

Assume that k is odd. Then,
Ũk1

σk|CP |
and

Ṽk2
σk|CP |

converge to 0 for every k1 and k2

smaller than or equal to k if P = ψ(L) and L goes to infinity. So E(Y k
ψ(L),L) −−−−→L→+∞

0.

Assume that k is even and P = ψ(L). Then, Uk

σk|CP |
converge to mk as L goes to

infinity, whereas
Uk1

σk|CP |
tend to 0 for k1 < k and

Vk2
σk|CP |

tend to 0 for k2 ≤ k. Therefore,

E(Y k
ψ(L),L) −−−−→L→+∞

mk.

Remark 5.5. Since we have shown that

Ũ2ν = m2ν |CP |
Lν

log(L)ν
+O

(
L8νP 1/2 log(P )

log(L)2ν

)
,

we also proved Theorem 3.2 for every ν in passing.

We were not able to prove the equivalent of Theorem 5.1 for the distribution of
Elkies primes for the family of elliptic curves defined over a finite field. In the proof
of Theorem 3.2, the upper bound on Ũ2ν after dividing by |CP | involves the two terms

O

(
Lν

log(L)ν

)
and O

(
L8ν log(P )2

P 1/2 log(L)2ν

)
.

The second term tends to 0 if P = ψ(L) and L→∞. Our analysis in the proof of the
previous theorem shows that the implied constant for the first term is m2ν , and after
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normalising by σ2ν , the first term tends to m2ν . The bound on U2ν in Theorem 3.1
also involves two terms (after dividing by |Eq|):

O

(
Lν

log(L)ν
q1/2 log(q) log(log(q))

)
and O

(
L2ν

log(L)ν
q−1/2Lν log(L)

)
.

The second one tends to 0 if q and L tend to infinity and q ≫ Ln for every n ∈ N.
However, the first term normalised by σ2ν doesn’t tend to a finite limit because of
the factor q1/2 log(q) log(log(q)). In fact, in the estimation of U2ν , the numbers fq(t)
are uniformly bounded (in t) by this factor, so we get a character sum indexed by t:

∑
|t|≤2q1/2

∣∣∣∣∣ ∑
L≤ℓ≤2L

(
t2 − 4q

ℓ

)∣∣∣∣∣
2ν

.

This estimation is not sharp enough. A better understanding of the distribution of
the distribution of elliptic curves according to their trace of Frobenius seems to be
required to estimate U2ν more precisely and to prove an analogue of Theorem 5.1 in
this context.
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[Che18] G. Chenevier. Théorie algébrique des nombres, Lecture notes of a Master
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